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● de novo assembly
● k-mers
● metagenomics
● viruses

Hello! Self-intro:

● PI in bioinformatics algorithms
● Workshop on Genomics fan:

○ Genome Assembly course 2013-2019
○ Co-director 2020-2023

@RayanChikhi on Twitter

http://rayan.chikhi.name

Research:



Big data is a natural continuation in biology

1972: single gene sequenced

2000: 1 high-quality human genome

2011: low-quality human genomes

2021: 10 petabases of reads 
analyzed

2022: 1 million humans VCFs

2022: 50 high-quality human 
genomes

2023–: ?
Credit: @SynBio1



Richard Durbin, RECOMB 2023 keynote“Informatics is to biology,
what mathematics is to physics”



“purity”

“usefulness”



Big data in biology: GenBank

Type: assemblies of >500,000 species
Size: 1.2 TB (April 2022)

Particularity: all sequences are annotated

https://0-www-ncbi-nlm-nih-gov.brum.beds.ac.uk/genbank/release/current/


NCBI
WGS

Type: assemblies
Size: 16 TB (April 2022) Difference with GenBank: sequences are not 

necessarily annotated

https://0-www-ncbi-nlm-nih-gov.brum.beds.ac.uk/genbank/release/current/


NCBI 
SRA

Size: 30 PB



Units



30



Growth of the Sequence Read Archive



What if I told you With big data and big 
computers, one could 
perform wonderful, 
ground-breaking 
genomics

… But how?



People at the leading edge of a rapidly 
changing field "live in the future."

- Paul Buchheit (GMail creator)



You want to know how to paint a perfect 
painting? It's easy. Make yourself perfect and 

then just paint naturally.
 

- Robert Pirsig (Philosopher, 1928-2017)
In: Zen and the Art of Motorcycle Maintenance

Credit: Paul Graham



“Living in the future” in biology?

● Have a lab technique only a few know
● Have data that will only be public later
● Work on “sci-fi” projects (e.g. creating a cell from scratch)
● …



“Living in the future” in biology bioinformatics

● Have a lab computational technique only a few know
● Have data that will only be public later
● Work on “sci-fi” projects 

(e.g. analyze data so big no-one would believe it can be done)



How are some people living in the future?

● George Church, Craig Venter
● Karen Miga & T2T team*
● Evan Eichler
● Erik
● ALL OF YOU**

* While the rest of the world still 
uses GRCh38/hg19

** Generally ~months ahead of the 
present with your research



Future genomics, today?
Using “future” computers!
A small demo

source
https://seekingalpha.com/article/4468119-advanced-micro-devices-amd-server-roadmap-not-strong-enough



Part 1: Getting reads

@SRR11606871.1 1 length=4250
CCGGGATGTGCTTGCCTTTCGGCACCATGTAG
CTGGATGCCAAAGAACACGGTGCCGTTATCCT
TACCGCTCATGAAGTCACGGGGCTGATTCGTG
AAGGCGCGACGGTGTGCGGTGTTCGTGTACGT
AACCATCTCACCGGCGAAACTCAGGCCCTTCA
TGCACCTGTCGTGGTTAATGCCGCTGGGATCT
GGGGGCAACACATTGCCGAATATGCCGATCTG
CGCATTCGCATGTTCCCGGCGAAAGGATCGCT
GCTGATCATGGATCACCGCATTAACCAGCATG
TGATCAACCGCTGCCGTAAACC



Part 1: Getting reads

Nowadays: Downloading reads to your laptop / cluster

# human CHM13 HiFi on us-east-1, 10x coverage
s3://sra-pub-src-2/SRR11292120/m64062_190806_063919.fastq.1

(demo) Live: Demo of downloading 
reads at 1 MB/sec



Part 1: Getting reads

Future: Locally sourced, homegrown, data ©

i.e. reads do not leave their host country. You go to them.

How? By renting computers in the same datacenter.

Live: Demo of downloading 
reads at 400 MB/sec



Cloud
= A collection of computers 
owned by a single 
organization and accessible 
from the Internet

OVHcloud, Roubaix, France



Your workshop instance: t3a.large : 2 CPU cores, 8 GB memory

💕 c6a.48xlarge 💕 : 192 cores, 384 GB mem



What is nearly a cloud
● (This dog)

● Your university cluster

● Your 2-week access to the Workshop on 
Genomics 2022’s resources

● 7 Raspberry Pi’s stacked together 



“Storing information 
in the cloud”?

It just means the data is 
somewhere on a computer 
on  Internet



us-east-1
us-west-1

T2T data

NCBI reads data



Makes a difference?!



Ping time: 70 ms

Hard drive speed: 2 GB/s

Same-region download speed: 400 MB/s

Between-regions download speed: 200 MB/s



Connect the dots from left to right

1) Read a small file from disk

2) Access data in memory

3) Open a web page from Australia

5) Align 1 million short reads

● 0.1 microsecond

● 0.1 millisecond

● 200 milliseconds

● 10 seconds
4) Human cell cycle

● 24 hours



Connect the dots from left to right

Read a small file from disk •

Access data in memory •

Open a web page from Australia •

Human cell cycle •

● 0.1 microsecond

● 0.1 millisecond

● 200 milliseconds

● 10 seconds

● 24 hours
Align 1 million short reads •



Are 200 CPUs 200x faster than 1 CPU?



Parallelism: use many “computers” to execute one task

Input

Output



Parallelism: they don’t need to be identical computers

Input

Output



Parallelism: they don’t even need to be “computers”

Input

Output



Parallelism: they don’t even need to be “computers”

Input

Output



Parallelism: CPU = many little computers in parallel

Input

Output



CPU (simplified)

Input

Output



The limits of computing

So, can we speed up indefinitely by stacking computers (or CPUs)?



Amdahl’s law:



“We cannot map a human genome in 
the time it takes to do a workshop“



Part 2: minimap2 on steroids

\time  minimap2                     \

-t 192 -x map-hifi           \

chm13v2.0.fa                 \

m64062_190806_063919.fastq.1 \

> all.sam

T2T genome:
https://s3-us-west-2.amazonaws.com/human-pangenomics/T2T/CHM13/assemblies/analysis_set/chm13v2.0.fa.gz

Live: Demo of mapping 
human 10x coverage HiFi 
reads using minimap2 in 2 
minutes using 192 cores



Part 3: map quickly!

https://github.com/ekimb/mapquik

Live: Demo of mapping 
human 10x coverage HiFi 

reads using mapquik in <20 
seconds, including FASTA 

conversion using seqkit and 
chatgpt



Index 
= 

Assemblies of all of ENA, searchable
(doesn’t exist - want to create it)

(5 years ERC project)

ACTGATGGTG?
GTGAATGG?
AAAAAAAAAA?

My “future” project: Searching all of 
life’s sequence data

Google: Search query

Web pages

SRR00001 SRR00002 SRR00003

SRA

ty Joan



Any questions so far? Coffee break?



Hey don’t leave, there is a part 2!!!



Part 2: Petabase-scale viral discovery
Rayan Chikhi, on behalf of the Serratus team

We analysed all available RNA sequencing data
and discovered 10x more viruses species than 
previously known, including coronaviruses.

https://serratus.io/

https://serratus.io/




Data crypt

Reads just sleep, 
undisturbed



All RNA-seqs (2008-2020)
5 million samples, 10.2 Petabases 



Downloading all
RNA-seq samples:

Guesstimate:

● How many years would it take to download 10 petabases (i.e. 
10,000,000,000 MB) at 1 MB/sec? 

Hint: ~30,000,000 seconds in a year



years at 1 MB/s

Downloading all
RNA-seq samples:



Serratus: a cloud analysis of all RNA-seqs



Serratus: two analyses

1) Nucleotide alignments

all RNAseqs vs all RNA viral genomes

> Discovered new coronaviruses

2) Protein (translated) alignments

all RNAseqs vs a universal RNA virus gene

> Discovered 130,000 new RNA virus species



All RNA-seqs

55,715 CoV+ 
samples

Serratus download & 
align (bowtie2) to all 

virus reference 
genomes

Analysis 1:









Serratus architecture

- Aggressively cost-optimized

- Native access to SRA on S3

- Dynamic scaling up to  ~22,250s vCPU

- Open Source: GPLv3



Serratus performance & costs

1 million NGS libraries / day
$0.005 / library



Geography of SRA samples



All RNA-seqs

aligned reads
(.bam files)

Serratus download & 
sensitive align 
(DIAMOND2)

to all known versions of 
RNA virus universal gene

Analysis 2:



Analysis 2, search database: 15,060 known RNA viruses RdRP gene

(Babaian & Edgar, 2021. bioRxiv)

● RNA Virus “Palmprint”

● Species threshold: 

90% amino-acid id



Assembly of all viral RdRPs (Analysis 2)

“Micro-assembly” of all RdRp-matching reads within each sample

● SPAdes assembler & GNU parallel
● Single large AWS instance (c6a.48xlarge, 192 cores)



N
um
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r o
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es



Type "petabase scale" on Google, or www.serratus.io



How was all of this large-scale assembly done?



How was all of this large-scale assembly done?

 cloud scripting
 

* (artist rendition)



(Fig source: Amazon)

AWS Batch framework for large-scale assembly

Lots, lots of computers

(Docker)



(screenshot: P. Barbera)

Peak:
~28,000 vCPUs



What’s next?

● DNA viruses

● Lower homology detection with known RdRPs 
○ Replacing Bowtie 2 / Diamond by …?

● A global index of the SRA
○ nearly feasible with k-mers already
○ would only support exact search
○ with ML, could do low(er) homologies

105 viral species known, 108 left to discover



Summary:

● 132,260 novel RNA virus species
● 1 new group of CoV-like segmented virus
● hyper-compressed (300-500 nt) Zetaviruses

53 novel deltaviruses (cancer), 
252 huge phages, ..

All our data is accessible:
https://github.com/ababaian/serratus/wiki/Access-Data-Release

7 TB of alignments and assemblies

https://github.com/ababaian/serratus/wiki/Access-Data-Release


More details:

https://www.nature.com/article
s/s41586-021-04332-2

https://github.com/ababaian/serratus/

Chat with us on Slack:

https://join.slack.com/t/hackseq-rna/sh
ared_invite/zt-ewlzh9qf-SiNkxvvTJflcut

FN0h5jIQ

https://www.nature.com/articles/s41586-021-04332-2
https://www.nature.com/articles/s41586-021-04332-2
https://github.com/ababaian/serratus/
https://join.slack.com/t/hackseq-rna/shared_invite/zt-ewlzh9qf-SiNkxvvTJflcutFN0h5jIQ
https://join.slack.com/t/hackseq-rna/shared_invite/zt-ewlzh9qf-SiNkxvvTJflcutFN0h5jIQ
https://join.slack.com/t/hackseq-rna/shared_invite/zt-ewlzh9qf-SiNkxvvTJflcutFN0h5jIQ




We never met IRL







Pie chart for 
Josie



Outro



big data

bigger data 





Genomes & 
metagenomes 

assembly

Algorithms and 
data structures

on k-mers

Pangenomics
Sequence 

search in very 
large datasets

@ Institut Pasteur



Congratulations for completing part 1! ⭐
- Francesco
- Erik 
-  Torda/Tammy
-  Yu
-  Janina
- Thomas
- Danilo
- Zoey :)
- Sam
- Daniel
- Alena
- Beatriz :D

but read more to get to part 2



Thank you for your 
attention!





❤ To the amazing job done this week 
by Janina, Milos, Kartik, Alena, 
Madee, Joan, Mercè, and Josie!!

https://emojipedia.org/red-heart/




Supplementary slides 
(surely won’t need them)








