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Career trajectory

• 1995 – 2001 PhD California
• 2002 – 2005 Postdoc Germany
• 2005 – 2008 Postdoc Finland
• 2009 – unemployed 4 month, spent all savings

– > 50 job applications, 1 grant application
• 2009 – visiting scientist Germany

– 1 job offer UK, 1 grant in Finland
• 2012 – Assistant Prof. at Stockholm University
• 2022 – Full Professor 

What was important?
• Being able to move, chase the money & get skills
• Learning how to believe in my ideas/skills
• Writing lots of grants, get used to rejections

I was able to put science first & have fun along the way



Something you likely would 
never know about me



I am a Judge for the 
American Field Trial Clubs of America 

(since 2003)



Ecological & Evolutionary 
Functional Genomics

Alternative life history switches

Circadian and seasonal clock evolution

Butterfly-plant 
coevolution dynamics



Goals of this lecture
• Present a critical view of things genomic
• Make you uncomfortable by sharing some of my 

nightmares with you
• Critically assess findings and expectations in light of 

easy errors and publication biases
• Encourage you to be part of the solution



Disclaimer
I’m a positive person
 
 I love my job and the work we all do

  My goal here is to provoke you to think critically 



What if …..
50% of your 

favorite studies 
were not 

repeatable?

Would that 
impact your 

science?



ADH and MK test
Nature 1991



Nature 1991



My PhD: use this DNA based molecular test of 
selection on a classic example of balancing 

selection from allozyme era

Wheat et al. 2005

Colias eurytheme



30 years later, these MK test 
results in Drosophila 
melanogaster were revisited 
… 



Does this 
happen 
only in 
bugs?

So …..
my PhD chased 

an adaptive story 
lacking a rigorous 

foundation



If the biomedical science has the 
most money and oversight, then ….

Their findings should be robust:
• Repeatable effect sizes
• The same across different labs
• The same across years



Publication replication failures
• Of 49 most cited clinical studies, 45 showed intervention was effective
– Most were randomized control studies (robust design)

Of the 34 that were later replicated, 41% were directly contradicted or 
had much lower effect sizes.

• Mouse cocaine effect study, replicated in three cities
– Highly standardized study

Average movement was 600 cm, 701 cm, and > 5000 cm in the three 
study sites

Ioannidis 2005 JAMA; Lehrer 2010



rbias  is the sig. correlation between 
effect and sample size

Palmer 2000 Ann. Rev. Eco. Sys. 

Publication bias can increase effect size
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Pvalue = 0.05
Published study

If all studies on same question were published
Reality: low effect sizes, non-sig are not published 



What if there is no replication?
What is most likely to publish first & where?

What publishes late, if at all?



Nakagawa et al. 2024 Finding the right power balance

The vicious cycle of power analysis and publication bias



Why Most Published Research Findings Are False
A research finding is less likely to be true when:

• the studies conducted in a field have a small sample size
• when effect sizes are small
• when there are many tested relationships using tests without a priori selection
• where there is greater flexibility in designs, definitions, outcomes, & analyses
• when there is greater financial and other interest and prejudice
• when more teams are involved, all chasing after statistical significance by using 

different tests

Ioannidis 2005 Plos Med.



A research finding is less likely to be true when:

• the studies conducted in a field have a small sample size
• when effect sizes are small
• when there are many tested relationships using tests without a priori selection
• where there is greater flexibility in designs, definitions, outcomes, & analyses
• when there is greater financial and other interest and prejudice
• when more teams are involved, all chasing after statistical significance by using 

different tests

Which of these apply to genomics?



But …
surely, this doesn’t apply to genomics 

or does it?



Outline
• Why replication failures are happening in genomics

• Why we are responsible for most of this

• Steps we can implement to overcome these problems



8 disease genes first reported with P < 0.05

Ioannidis, J. P., E. E. Ntzani, T. A. Trikalinos, and D. G. Contopoulos-Ioannidis. 2001. Replication 
validity of genetic association studies. Nat Genet 29:306–309.
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There are lies, damn lies, and …. 
genomics?

But wait, is that fair?
        
        Are these really lies?



Where does this replication problem come from?

• Population heterogeneity
–Space and time

• Publication culture
–Large & significant effects publish fast with high impact
–Small & non-significant effects publish slow, rarely, and with low impact
–Technology and methods move faster than rigorous error modeling



Where does this MOST bias come from?

YOU!! Its arises from humans doing science
The way we think

The way our institutions work

And me …. All of us



Apophenia
The tendency to seek and see 
patterns in random information 
and view this as important

Story telling of the 
false positives



Genomics is too big to fail
• Making errors is extremely common 
• Errors almost always result in highly significant results
• Studies in non-model species are rarely replicated 

Question your bioinformatics before falling in love with your results

When results are better than you could have dreamed, 

your nightmare likely just started!



“the expression for many sets of genes was found to be more similar in 
different tissues within the same species than between species”

we identify three robust clusters (referred to as enterotypes hereafter) that 
are not nation or continent specific ... mostly driven by species composition

Publications with significant human error that have not been retracted



Time of the most recent 
common ancestor:

Human and Mouse 
 - 75 MYA

Brain and heart
 - ? (> 500 MYA)

“the expression for many sets of genes was found to be more similar 
in different tissues within the same species than between species”



Snyder mouse controversy

Correlation

“the expression for many sets of genes was 
found to be more similar in different tissues 
within the same species than between 
species” Lin et al. 2014 PNAS

Human mouse

Hum
an

m
ouse

Authors found strong grouping of all 
organs by species, not by organ

Should gene expression patterns 
group by species or tissues?

What do we expect from first 
principals, evolutionary 

relationships?



“[after accounting] for the batch effect, 
… human and mouse tend to cluster by 
tissue, not by species” Gilad and 
Mizrahi-Man 2015. F1000 Research

Correlation

“the expression for many sets of genes was 
found to be more similar in different 
tissues within the same species than 
between species” Lin et al. 2014 PNAS

Human mouse

Hum
an

m
ouse



Cause = batch effect at sequencing core
of sequencing grouping with biological grouping

Solution = Keep technical effects orthogonal to biological
Process samples together, sequence all samples together



• Found strong association between microbial species and 33 different cancer 
types
– based on a large collection of DNA and RNA sequencing samples taken from human 

cancers and normal tissues

• Used sophisticated machine-learning method to create highly accurate 
classifiers 
– Microbes could distinguish among tumor types

Poore et al. 2020; Spich-Poore et al. 2021; Gihawi et al. 2023





Reported findings:
• led to a flurry of papers describing microbial signatures of different 

cancer types. 
• Many of these reports are based on flawed data that, upon re-

analysis, completely overturns the original findings. 
• Re-analysis shows that most of the microbes originally reported as 

associated with cancer were not present at all in the samples. 
• The original report of a cancer microbiome and more than a dozen 

follow-up studies are likely to be invalid.
Gihawi et al. 2023 for text above



Over-counts of bacteria were 
due to human reads that 
erroneously matched 
bacteria

A huge artifact arose from 
omitting the human genome 
from the analysis database 
(Kraken)

Gihawi et al. 2023 for text above

Original study                  corrected method

500,000

100,000

240

30



• Published 11 March 2020, retracted on 26 June 2024
• 4 years is actually fast, due largely to the open access to data & methods
• This represents actual progress in the genomics field



What type of analysis is this?
Anyone planning on running this for their species?



Many different methods using individual genomes for Ne/time





The new method appeared to be a major advance in
inferring historical population dynamics from genomes







• Simulated data with nearly identical SFS 
to publication
– but under demographic scenarios that 

did experience dramatic bottleneck
• Models with or without the bottleneck 

can result in very similar expected SFSs



FitCoal artifactually tends to 
infer a sharp bottleneck when 
there in fact is none 
– Reported bottleneck is likely a 

statistical artifact

Providing valid statistical 
measures of uncertainty for 
inferences of demographic 
models is an important research 
challenge in computational 
population genetics

Simulated data 
without dramatic 
bottleneck



•  



Baker 2016 Is there a reproducibility crisis?

1575 researchers surveyed 7% Don’t know
3% No, 
there is no crisis

38% Yes, 
a slight crisis

52% Yes, 
a significant crisis



•  

The trouble with retractions: Nature News 2011



• Keeps community updated
• Help kill zombie papers that keep getting cited when they 

should not
• Starting to get integrated into websites and ref managers

• Be sure you are never keeping zombies alive



Zotero

Journal

PubMed



How can we improve reproducible findings?
Work better as a community, check each others code and post our 
code

As author, as supervisor, as reviewer, as Associate Editor, make sure 
all studies you touch :
• Have all code and raw data open source
• Analyzed datasets open source
• Methods clearly described 



Of the few that tried to 
publish replications, many 

had papers accepted!!

Most popular strategy for 
replication was having different 

lab members redo work
Baker 2016 Is there a reproducibility crisis?



So … there are lots of high-profile, 
non-repeatable studies out there …

Much of this is scientific progress … we are 
not perfect, just doing what we can

Thus .. calibrate your expectations, approaches, 
be careful & stay humble



What is your personal error 
rate?

I assume mine is 12%
therefore I perform many sanity & error checks to catch the 

errors I WILL MAKE, so my effective rate is much lower

“You have to validate what you create” 
Erik Garrison



What other biases might we suffer from?

https://www.babyanimalprints.com/collections/monkeys-and-apes-black-and-white/chimpanzee



https://www.babyanimalprints.com/collections/monkeys-and-apes-black-and-white/chimpanzee

We’re basically a rather lost, self domesticated chimp



We’re basically a rather lost, self domesticated chimp

We’re very likely to :
• see patterns when none exist

• think we can predict the future, cause we think we know how 
things work … like:
– gravity, your car, sunsets 
– weather, the stock market, Covid … 
– the central dogma …..  



Hindsight bias

the I knew-it-all-along effect 

the tendency, 
after an event has occurred, 
to see the event as having been predictable, 
despite there having been no objective basis 
for predicting it.



https://agileforall.com/wp-content/uploads/2017/01/Hindsight-Bias-Three-Levels.png



The central dogma

But, can we, in a novel species :
• Predict gene expression level from DNA alone?
• Predict when / where a gene will be expressed from DNA alone?
• Write a protein that will do a specific enzymatic reaction, or several?



Going from peptide sequence to catalytic function …
        “We don’t know how to write that way”

Beethoven’s hand written sheet music

Quote in Nobel Prize lecture, 2018
https://youtu.be/6hOZ5e0g9Uo

Francis Arnold
Nobel Prize winner (2018) 



inventors of Alphafold were awarded the 
Nobel Prize for developing an AI model to 

solve a 50-year-old problem: predicting 
proteins’ complex structures

Can model protein protein interactions, along with other molecules



Did AI Solve the Protein-Folding Problem?
Open question is whether AlphaFold has actually discovered something 
meaningful about the physics of protein folding that humans haven’t

“If we can predict how proteins fold without understanding how they do it, 
are we even legitimately doing science anymore, or is it something 
different?” 

“We’re able to get the practical benefits, but we’re not necessarily gaining 
intellectual benefits”

https://magazine.hms.harvard.edu/articles/did-ai-solve-protein-folding-problem



I knew that correlation had to 
exist, it just makes sense

Of course this gene works the 
way its annotation says

AlfaFold can predict structures, 
now we understand enzymes

In sum, we think we how things work…
… but biology is exceptionally complex









How many have used AI to help with their coding?

Where does the training set for these answers come 
from?

  
           Does that matter?





ChatGPT





Why is AI getting these simple things wrong ..

It’s the training set and that has huge implications for most of your work

What species has the largest bioinformatics community?

Human biomedical studies drive the training set that inform all of your 
bioinformatic answers from ChapGPT

 

Use AI, verify the code works, then modify for your species



Non-random patterns are abundant in genome scale data

Null models & controls are very difficult to get “right”

Analyses easily generate results that arise from 
diverse non-biological causes

This is a piece of toast



So .. how do we avoid Apophenia?
• Double check your data, analysis parameters / settings
– Plot your data, look at it, does it make sense on 1st principals?

• Genome scale patterns are just hypotheses
– Explore independent datasets, tools, approaches
• biological samples, simulations, DNA vs. protein results

–Manipulation: functional validation via manipulation of genes, pathways
• Experimental evolution, CRISPR KOs, environmental perturbations



PSMC analysis of single genome for demographic trends

a very common analysis in the literature
basis of many evolutionary stories, conservation concerns Hi

lg
er

s e
t a

l. 
20

24
 C

ur
re

nt
 B

io
lo

gy



What can you do with 240 mammalian genomes? 

Zoonomia
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Assessed how historical effective 
population size (Ne) 

impacts heterozygosity

in relation to IUCN conservation 
status



Dramatic peaks followed by even more extreme population collapses
• pattern occurred across
• distantly related turtle species around the globe and its existence
• was consistently supported based on bootstrap replicates Hi
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Authors decided to explore if their bioinformatic choices 
could be generating cross species pattern 
• Input
– used simulations of genomic data

• Tool settings
– explored range of run settings (default vs. others)



Dataset simulations were used to 
explore what is being detected

• simulated diploid genomes 
(n=30) from a population with 
a population history having 
pronounced increase / 
decrease (black)

• Analysis never recovered peak 
on simulated data, even 
though it had that exact history 
(red)

Method not working the 
way it should …



Explored PSMC run parameters
• default settings optimized for humans
• default setting fixes the first 4 atomic 

time intervals to first time window.
• infers a single Ne for a large first time 

window and cannot model population 
size changes during this time. 

if population declines within the first 4 time intervals, 
the model likely overcompensates by producing 

exaggerated Ne estimates in the previous time window



when changing default settings to those 
that better fit their species

all peaks/crashes go away
see the paper for analysis suggestions



They also re-ran published data

     

They also re-ran published data

     documenting widespread problem in the literature …









Test your hypotheses in independent ways
• Genomic datasets:
–Are observational data where patterns observed have been created by 

events unknown to us

–This is similar to all studies using observational data
• Very susceptible to false positives and just so stories

–Extremely large P-values can arise from extremely weak patterns, so 
ask yourself, does the effect and effect size have biological meaning?



• Derive hypotheses from your genomic results, then

• Test these hypotheses using relevant manipulations
–Simulated data, parameter exploration
–Functional validation via manipulation of genes, pathways, 

environments … real hypothesis testing!!
–Experimental evolution, CRISPR KOs, environmental perturbations

• If you can’t manipulate, at least triangulate!

Test your hypotheses in independent ways



Triangulation

Robust research needs many lines of evidence
Replication is not enough

Munafò and Smith 2018 Robust research needs many lines of evidence



Triangulation

Robust research needs many lines of evidence
Replication is not enough

Munafò and Smith 2018 Robust research needs many lines of evidence



Triangulation
• Use different approaches to address the same hypothesis, or 

extensions of hypothesis

• Sources of bias for each approach should be explicitly 
acknowledged, in opposite directions, and independent

• Results from more than two approaches are ideally compared 

• As genomics gets faster/cheaper, invest savings in validation

Munafò and Smith 2018 Robust research needs many lines of evidence



Buckle-Up for 
     another bioinformatic journey

• Using a new genomics technique
– miRNA

• Trying to understand what is best practice

• Worked hard to triangulate upon what’s a biological signal vs. bioinformatic 
artifact

• Uncovered serious problem in the non-model community



“for the discovery of microRNA 
and its role in post-

transcriptional gene regulation”

transcription

translation



miRNAs

destabilize mRNA

  sculpt the pool of mRNA

    are a key part of regulatory networks 

        metazoans can’t live without’em 



The role of

 miRNA 

in sculpting

the transcriptome



The role of

 miRNA 

in sculpting

the transcriptome



Regulatory 
network view of 
miRNA impacts

Functionally related genes

Functionally related genes

Unrelated genes



Dynamic microRNA expression across diapause ՊՍՊ |ՊƐƑƕƐPRUISSCHER Et al.

increased to 10°C, and to 20°C on day 151. Direct developing pupae 
were sampled at day 0, 3, and 6 of pupation, and as 2- day old adults. 
The pupal period lasted about 10 days in the direct developing pupae. 
Diapause pupae were sampled at day 0, 3, 6, 24, 114, 144, 155 after 
pupation, and as 2- day old adults. Sampling was done on females only 
to exclude an effect of sex in the analysis. Individuals were sampled 
at the desired time points by first collecting the sampling individu-
als from the rearing cabinets and then placing each individual into a 
1.5 ml tube, which were subsequently submerged into liquid nitrogen 
and stored in – 80°C. All sampling was done at the same time dur-
ing the day, between 10:00 and 13:00, to avoid effects of circadian 
variability on the expression profiles. Adults were kept with access to 
water but not food during the 2- day period before sampling.

ƑĺƑՊ |Պ !���;�|u-1|bom�-m7�v;t�;m1bm]

After sampling was done for all time points, head and abdomen body 
parts were extracted from four individuals per sample point, per path-
way, for a total of 96 samples. Total RNA was isolated from pupae and 
adult butterflies by homogenizing the head, or first abdominal seg-
ment (counted from the anal side) in TRIzol (Thermo Fisher Scientific). 
RNA was purified with the Direct- zol RNA MiniPrep (Zymo) as per 
manufacturer's instructions. Quality and quantity of the total RNA 
purified were determined using the Experion equipment (Bio- Rad) 
and the Qubit instrument (Thermo Fisher Scientific) respectively. 
Library preparation, sequencing and data processing of the RNA was 
performed at the National Genomics Infrastructure Sweden (NGI 
Stockholm) using strand- specific Illumina TruSeq RNA libraries with 
poly- A selection (Illumina HiSeq HO mode v4, paired- end 2 × 125 bp).

ƑĺƒՊ |Պ !;-7�t�-Ѵb|��|ubllbm]

For the scripts and commands used in the analysis, see Supporting 
Information Materials. Adapter sequences and low- quality bases 
were trimmed in the raw fastq data using bbduk v37.31 bbduk.
sh with the parameters: ref=truseq.fa.gz,nextera.fa.gz ktrim=r 
k=23 mink=11 hdist=1, and bbduk2.sh with the parameters: 
ref=phix174_ill.ref.fa.gz k=27 hdist=1 qtrim=rl trimq=20 minlen 
=40 qout =33. Due to technical error the abdomen of one individual 
failed to produce quality sequences, therefore this sampling point 
only has three replicates (Direct development abdomen pupal day 6).

ƑĺƓՊ |Պ�-rrbm]�|o�|_;�];mol;

All cleaned reads were mapped to the Pieris napi genome v1.1 (Hill 
et al., 2019), using HISAT2 v2.1.0 (Kim et al., 2015) with the param-
eters: - - dta - - mp 4,1. The resulting SAM file was sorted and output 
as BAM file using samtools sort v1.3 (Li, 2009).

ƑĺƔՊ |Պ �v|bl-|bm]�|u-mv1ubr|�-0�m7-m1;

The mapped reads were assembled into transcripts using StringTie 
v1.3.4 (Pertea et al., 2015) with the Pieris napi v1.1 annotation 
file in GTF format. Assembled transcripts for each sample were 
merged using StringTie v1.3.4 – merge, creating an updated GTF 
annotation file for the P. napi genome. Transcript abundances 
were estimated for each sample using StringTie v1.3.4 with 
the parameters - e - B, and the merged transcript file as input. A 


 ��&!� �ƐՊ�olr-ubvom�o=�];m;�;�ru;vvbom�ruo=bѴ;v�0;|�;;m�|�o�7b==;u;m|�7;�;Ѵorl;m|-Ѵ�|u-f;1|oub;v�Ő7bu;1|��vĺ�7b-r-�v;őķ�-1uovv�
developmental time and between body parts, of Pieris napi pupae. (a) All samples originated from a randomized split brood design and were 
reared in 20°C under either LD 22 h:2 h, inducing the direct development pathway, or LD 10 h:14 h, inducing the diapause pathway. For 
the diapause samples lights were turned off completely from day 17 until day 144. The temperature was lowered to 10°C on day 10, and 
to 2°C on day 17. On day 144 temperature was increased to 10°C, and to 20°C on day 151. Four replicates were taken for each of two 
body parts per sampling point. For the pupal stage these were head and abdomen, and for the adults these were head and thorax. Principal 
component analysis (PCA) on gene expression of all genes for the pupal head (b) and abdomen (c) samples. For both (b) and (c), the arrows 
indicate the overall time progression of the diapause (grey), or direct (red) development samples. Circles were drawn to aid in identification 
of replicates

Egg to adult
(months)

1 
5

73 libraries (±6.9M reads / lib):
• 12 time points
• 2 tissues
• 3 replicates

miRDeep2 identified 188 
microRNAs

Pieris napi

Roberts et al. 2024 Molecular Ecology
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adult butterflies by homogenizing the head, or first abdominal seg-
ment (counted from the anal side) in TRIzol (Thermo Fisher Scientific). 
RNA was purified with the Direct- zol RNA MiniPrep (Zymo) as per 
manufacturer's instructions. Quality and quantity of the total RNA 
purified were determined using the Experion equipment (Bio- Rad) 
and the Qubit instrument (Thermo Fisher Scientific) respectively. 
Library preparation, sequencing and data processing of the RNA was 
performed at the National Genomics Infrastructure Sweden (NGI 
Stockholm) using strand- specific Illumina TruSeq RNA libraries with 
poly- A selection (Illumina HiSeq HO mode v4, paired- end 2 × 125 bp).

ƑĺƒՊ |Պ !;-7�t�-Ѵb|��|ubllbm]

For the scripts and commands used in the analysis, see Supporting 
Information Materials. Adapter sequences and low- quality bases 
were trimmed in the raw fastq data using bbduk v37.31 bbduk.
sh with the parameters: ref=truseq.fa.gz,nextera.fa.gz ktrim=r 
k=23 mink=11 hdist=1, and bbduk2.sh with the parameters: 
ref=phix174_ill.ref.fa.gz k=27 hdist=1 qtrim=rl trimq=20 minlen 
=40 qout =33. Due to technical error the abdomen of one individual 
failed to produce quality sequences, therefore this sampling point 
only has three replicates (Direct development abdomen pupal day 6).

ƑĺƓՊ |Պ�-rrbm]�|o�|_;�];mol;

All cleaned reads were mapped to the Pieris napi genome v1.1 (Hill 
et al., 2019), using HISAT2 v2.1.0 (Kim et al., 2015) with the param-
eters: - - dta - - mp 4,1. The resulting SAM file was sorted and output 
as BAM file using samtools sort v1.3 (Li, 2009).

ƑĺƔՊ |Պ �v|bl-|bm]�|u-mv1ubr|�-0�m7-m1;

The mapped reads were assembled into transcripts using StringTie 
v1.3.4 (Pertea et al., 2015) with the Pieris napi v1.1 annotation 
file in GTF format. Assembled transcripts for each sample were 
merged using StringTie v1.3.4 – merge, creating an updated GTF 
annotation file for the P. napi genome. Transcript abundances 
were estimated for each sample using StringTie v1.3.4 with 
the parameters - e - B, and the merged transcript file as input. A 


 ��&!� �ƐՊ�olr-ubvom�o=�];m;�;�ru;vvbom�ruo=bѴ;v�0;|�;;m�|�o�7b==;u;m|�7;�;Ѵorl;m|-Ѵ�|u-f;1|oub;v�Ő7bu;1|��vĺ�7b-r-�v;őķ�-1uovv�
developmental time and between body parts, of Pieris napi pupae. (a) All samples originated from a randomized split brood design and were 
reared in 20°C under either LD 22 h:2 h, inducing the direct development pathway, or LD 10 h:14 h, inducing the diapause pathway. For 
the diapause samples lights were turned off completely from day 17 until day 144. The temperature was lowered to 10°C on day 10, and 
to 2°C on day 17. On day 144 temperature was increased to 10°C, and to 20°C on day 151. Four replicates were taken for each of two 
body parts per sampling point. For the pupal stage these were head and abdomen, and for the adults these were head and thorax. Principal 
component analysis (PCA) on gene expression of all genes for the pupal head (b) and abdomen (c) samples. For both (b) and (c), the arrows 
indicate the overall time progression of the diapause (grey), or direct (red) development samples. Circles were drawn to aid in identification 
of replicates

Egg to adult
(months)

1 
5



OK, so some miRNAs are changing through time ...

Where are they targeting? 
What are they doing?

What functional groups or 
pathways might they 

regulate?



miRNA target detection

• miRNAs primarily bind a very short, ±7 bp region of the 3’UTR 
of mRNA
• This binding ultimately leads to a decrease of translated proteins
• There are 100,000’s of 7 bp motifs in genome, of which miRNAs 

bind small fraction



Wheat et al., in prep

Random sets

Random sets

miRanda using 
one species 
3’UTRs

Targetscan 
using 6 species 
3’UTRs 
alignments

Wheat et al., in submission
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Large bioinformatic effect

Wheat et al., in submission

Random sets

Random sets

miRanda using 
one species 
3’UTRs

Targetscan 
using 6 species 
3’UTRs 
alignments

>90% of miRNA literature in 
ecology and evolution uses 
miRanda to assess miRNA 

impacts…

 miRanda  generates random sets

   this was avoidable 



So, why don’t more people use Targetscan approach? 

Running miRanda is quick and easy
• Download, load 3’UTR data from your species, load miRNA seed 

sites, run
Running TargetScan7 with alignments is a lot of work
• Download scripts, generate 3’UTR alignments for 7 species, load 

miRNA seed sites, etc.



Bioinformatic analysis of miRNA targets

Detecting miRNA expression changes is easy, but target detection is 
inherently very difficult
• Intersection
– Comparison across bioinformatic tools 

• Revealed inconsistent results, primarily because used VERY different methods 
(e.g. using vs. not using alignments)

– Developed novel metric for assess biological signal in results
– Species comparisons for cross-check & generality

Sum: intersection across divergent methods, 1st principals metric, and 
comparative analysis revealed believable results



Recent review covering diverse means of validation across 
diverse taxa

As genomics gets cheaper, invest more in validation instead of 
just more sequencing!!!!!





A bit of bioinformatic wisdom
• Expect errors and noise
– Analysis results need many rounds of refinement
– Invoke biological causes of results last

• 70% of your time will be troubleshooting (AI might help reduce this)
– This is normal, keep a notebook, intermediate files

• Fear the new and shiny programs that will simplify your life
– 80% of all new software will not be usable

• Un-installable, no manual, no test examples, not repeatable
• Beware of these red flags, as many authors only seek a publication and won’t help



Cookbooking …
• Google and AI are your friends

• Use them, but don’t trust them 

• Test what you use, learn from 
it, build your own toolbox

• Copying without learning 
makes you easily replaced and 
open to massive errors

My code

My code

bash script 
from AI



Keep good bioinformatic notes
• I keep a special file with commands I learned, like and validate
– use it to quickly find commands, refresh memory

• Use positive and negative controls to test the output of the 
commands you run (like all experimental biology)
– I call these sanity checks
– Always test to make code is working correctly 

• Great reason to use > 1 method, right?

• Read up on good file structure, version control, and how to 
parallelize your commands



Publish your code, no matter how messy



Sahraeian SME et al. 2017. Nat Commun. 

Many different ways to make a pipeline



Many tools, performance varies across species, samples. 
This is no BEST tool or setting across all species

Differential expression detection 
can vary by:

 
• Mapper
• Analysis software
• Reference genome
• Species

Raplee et al. 2019 J. Per. Med.



Analysis paralysis is common .. Which is the right way?

Just start by get through a 
single pipeline, start to end

Then try different approach to 
assess your first results

Used published data & code, 
then explore additional 

approaches



Experimental design 
matters: 

RNAseq and sample size
• Simple two group comparisons
– 30 wild-type mice vs 30 mice in 

which one copy of a gene had been 
deleted

– Full analysis: n=30 vs. n=30

FDR= % of DEG in subsample not 
found in full analysis

Sensitivity = % of genes found in 
subsample also seen in full analysis
Halasz, et al. bioRxiv July 11, 2024, p 2024.07.08.602525. 
https://doi.org/10.1101/2024.07.08.602525.

https://doi.org/10.1101/2024.07.08.602525


Entering the mega-genomes era

• Unprecedented data for studying:
–Phylogenetic relationships
–Genome evolution
–Functional study of diverse adaptations

An unprecedented 
opportunity for 

large scale errors?



Comparative genomics commonly use annotations 

Typical genome report comparing gene 
content among species
- Number of genes
- Rates of gene birth, death
- # of lineage specific genes



Gene birth-death dynamics: 
     biased, artifacts, or meaningful results?
• Are changes in gene numbers 

across species meaningful?

• Fundamental and important 
evolutionary question

• Very difficult to assess accurately
– Need good genomes, annotations
– Then good analyses

Immunoglobulin heavy 
constant gamma gene evolution

Garzón-Ospina & Buitrago 2022



Are all annotations equal among species?
• Do species genomes differ in:
–When they were sequenced, thus technology?
– The quality of their assembly (e.g. N50, haploid state)?
– How they did their annotation (proteins only vs. lots of RNAseq)?

Then resulting annotation protein sets likely differ due to technology, 
not biology

Will this impact analyses that rely upon accurate protein sets?



Non-standard annotations introduce major artifacts
• Lineage specific genes inflated by
–  10 to 1000’s of genes, with increases up to 15 fold

Weisman et al. 2022. Current Biology





Comparative genomics and gene content evolution





Some major conclusions of the paper 

“Although the majority of these gene sets were built using MAKER, variation in annotation pipelines and 
supporting data, introduce a potential source of technical gene content error in our analysis.”



Post-genomics challenge

“What we can measure is by definition uninteresting and what 
we are interested in is by definition immeasurable” 
    - Lewontin 1974

“What we understand of the genome is by definition 
uninteresting and what we are interested in is by definition 
very damn difficult to sequence and assemble and annotate 
and analyze at the genomic scale”
   - Wheat 2015

          



Interrogate your results
• The more you analyze your data, your confidence will grow

– Let your findings talk to you in different ways

• Graph your results – visualize the patterns, assess 1st principals
– Always start with PCA or MDS plot (how do your samples cluster?)
– Compare with your different analysis results

• If you find interesting genes or patterns, can you test this hypothesis?
– Using independent samples?
– At a higher level of biological organization?
– In some manipulative, functional way?

“you need to be in charge of the analysis”



Story telling 
vs. 

Causal understanding

Genomics is full of adaptive stories

Treat your findings a hypotheses

How you can you test these?

Molecular spandrels:



Never forget your origins and biases

Genomic results are only hypotheses:
easy to get, likely misleading, need validation


