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Rooted species trees ...

... are oriented connected and acyclic graphs, where terminal nodes
are associated to a set of species:

the leaves or taxa represent
extant organisms

internal nodes represent
hypothetical ancestors

each internal node represents
the lowest common ancestor of
all taxa below it (clade)

the only node without ancestor
is called root
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Gene trees

Gene trees are built by analyzing a gene family, i.e., homologous
molecular sequences appearing in the genome of di↵erent
organisms.

Mouse
Dog
Bat
Rat

BatDog RatMouse

G1

Used, among other things, to estimate species trees.

We usually use several gene families...
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biological reasons

We usually use several gene families...
http://sulab.org/2013/06/sequenced-genomes-per-year/
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Reconstruction of phylogenies for multiple datasets

The two main classic approaches:

Supermatrix approach: assembling primary data

Supertree approach:

assembling trees
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The implicit assumption of using trees is that, at a
macroevolutionary scale, each (current or extinct) species or gene
only descends from one ancestor. Darwin described evolution as
”descent with modification”, a phrase that does not necessarily
imply a tree representation...
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An implicit assumption



Why do we need them? Due to reticulate evolutionary phenomena
(hybridization, recombination, horizontal gene transfer) the
evolution of a set of species sometimes cannot be described using
phylogenetic trees.
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A new approach: building phylogenic networks
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A new approach: building phylogenic networks
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The network of life

Daniel Huson 2010
 6 

Doolittle, 1999 
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Three di↵erent paradigms

We (want to) see only the tree

Daniel Huson 2010
 6 

Doolittle, 1999 
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Three di↵erent paradigms

It is a big mess, no chance to retrieve the past

Doolittle, 1999 
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Three di↵erent paradigms

There is an underlying tree structure, with
some reticulate events

Doolittle, 1999 
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An example - a split network

J. Wagele and C. Mayer. Visualizing di↵erences in phylogenetic information content of alignments and distinction of
three classes of long-branch e↵ects. BMC Evolutionary Biology, 7(1):147, 2007
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An example - a reduced median network

Wild boar in the Mekong region

Northeast Asia wild boar
Domestic pig in region UMYR

OtherNortheast Asia domestic pig

Domestic pig in the Mekong region

Domestic pig in South China
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Wild boar in South China

D1a3
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Wild boar in region URYZ

Feral pigs

Japanese domestic pig and ancient DNA

* Coalescent root type of haplogroup D1

*

Domestic pig in region DRYR

D1f

Domestic pig in region MDYZ

Wild boar in region MDYZ
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G.-S. Wu, Y.-G. Yao, K.-X. Qu, Z.-L. Ding, H. Li, M. Palanichamy, Z.-Y. Duan, N. Li, Y.-S. Chen, and Y.-P. Zhang.
Population phylogenomic analysis of mitochondrial DNA in wild boars and domestic pigs revealed multiple
domestication events in East Asia. Genome Biology, 8(11):R245, 2007
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An example - a minimum spanning network

C. M. Miller-Butterworth, D. S. Jacobs, and E. H. Harley. Strong population sub- structure is correlated with
morphology and ecology in a migratory bat. Nature, 424(6945):187-191, 2003
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An example - a DTLR network

P.J. Planet, S.C. Kachlany, D.H. Fine, R. DeSalle, and D.H. Figurski. The wide spread colonization island of
actinobacillus actinomycetemcomitans. Nature Genetics, 34:193–198, 2003.
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An example - a recombination network
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Daniel H. Huson, Regula Rupp, Celine Scornavacca. Phylogenetic Networks. Cambridge University Press. 2011
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Phylogenetic networks

In the presence of reticulate events, 
phylogenies are networks, not trees 

Phylogenetic networks 

The study of phylogenetic networks 
is a new interdisciplinary field: 
maths, CS, biology… 

Phylogenetic networks 

Doolittle 
Science  

1999 

2011 2010 2013 2008 2014 
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A phylogenetic network ...

... is any connected graph, where terminal nodes are associated to a
set of species.

Macaca

Pongo

Pan

Homo
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A rooted phylogenetic network ...

... is any single-rooted directed acyclic graph, where terminal nodes
are associated to a set of species.

Water MintPeppermintSpear Mint

TIME
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Phylogenetic networks

In the presence of reticulate events, 
phylogenies are networks, not trees 

Phylogenetic networks 

The study of phylogenetic networks 
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Abstract VS explicit phylogenetic networks

Split network: Hybridization network:

Daniel Huson 2010


Split network: Hybridization network: 

8 

Shows conflicting 
placement of taxa 

Shows putative 
hybridization history 

Shows conflicting
placement of taxa

Shows putative
hybridization history
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The plan of the survey

1 combinatorial and distance methods not accounting for ILS
unrooted networks
rooted networks (explicit or not)

2 methods accounting for ILS (always explicit)



Unrooted phylogenetic
networks
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User Manual for SplitsTree4 V4.12.8

Daniel H. Huson and David Bryant

November 8, 2012
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Reconstruction of unrooted phylogenetic networks

from splits

from distances (via splits or not)

from trees (via splits)

from sequences (via splits or not)
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Splits

A split A | B on X is a partition of a taxon set X into two non-empty sets.
5.2. Splits 81

a

b

c

de

{a}|{b,c,d ,e}
{b}|{a,c,d ,e}
{c}|{a,b,d ,e}
{d}|{a,b,c,e}
{e}|{a,b,c,d}
{a,b}|{c,d ,e}
{a,b,e}|{c,d}

(a) Unrooted tree T (b) Split encoding of T

Figure 5.2 (a) An unrooted phylogenetic tree T on X = {a, . . . ,e}. (b) The seven
splits represented by T .

A�B =X . If the edges of the tree have lengths or weights, then these can be assigned to
the corresponding splits, as well.

If T does not contain any unlabeled nodes of degree two, then any two different edges
e and f always represent two different splits, that is, �T (e) �= �T ( f ) must hold. The only
situation in which a phylogenetic tree can contain an unlabeled node of degree 2 is when
it it has a root with outdegree two. In this case, the two edges e and f that originate at the
root � give rise to the same split �T (e) =�T ( f ), but to two complementary clusters.

A common construction to avoid this special case at the root� is to attach an additional
leaf to � that is labeled by a special taxon o, which we call a (formal) outgroup. Then the
root of a phylogenetic tree is specified as the node to which the leaf edge of o attaches. All
phylogenetic tree that are discussed in this chapter are unrooted. However, by using this
outgroup trick much of what we discuss concerning unrooted trees can also be adapted
to rooted phylogenetic trees.

Let T be an unrooted phylogenetic tree on X . We define the split encoding S (T ) to be
the set of all splits represented by T , that is,

S (T ) = {�(e) | e is an edge in T }.

The term encoding is justified by the observation that the tree T can be uniquely recon-
structed from S (T ), as we see in the next section.

Figure 5.2 shows an unrooted phylogenetic tree that has seven edges and thus gives rise
to seven different splits. We can determine all splits associated with any given unrooted
phylogenetic tree T in quadratic time using the following algorithm:

Algorithm 5.2.2 (Splits from tree) The set S (T ) of all splits associated with an unrooted
phylogenetic tree T on X can be computed as follows:

(i) Choose a start leaf � and assume that all edges of T are directed away from �.
(ii) In a postorder traversal of T , for each node v compute the set L(v) of taxon labels that

are encountered in the subtree rooted at v.
(iii) For each edge e = (u, v) of T , add the split �(e) = L(v)

X�L(v) to S (T ).

Exercise 5.2.3 (Splits on a tree) Consider the following set of splits

S =
�

{a}
{b,c,d ,e} , {b}

{a,c,d ,e} , {c}
{a,b,d ,e} , {d}

{a,b,c,e} , {e}
{a,b,c,d} , {a,b}

{c,d ,e} , {a,e}
{b,c,d}

�
.



20 / 76

Compatible splits

Definition (Compatible splits)

Two splits S1 = A1|B1 and S2 = A2|B2 on X are called compatible, if
one of the following four possible intersections of their split parts is
empty: A1 \ A2, A1 \ B2, B1 \ A2 or B1 \ B2. Otherwise, the two
splits are called incompatible. A set of splits S is called compatible if
all pairs of splits in S are compatible.

Example

S1 =

{a}|{b, c, d , e}
{b}|{a, c, d , e}
{c}|{a, b, d , e}
{d}|{a, b, c, e}
{e}|{a, b, c, d}
{a, b}|{c, d , e}
{a, b, e}|{c, d}

S2 =

{a, b, d , e, h} | {c, f , g}
{a, c, d , e, g , h} | {b, f }
{a, c, e, g} | {b, d , f , h}
{a, c, g} | {b, d , e, f , h}
{a, c, e, f , g} | {b, d , h}
{a, e, h} | {b, c, d , f , g}



21 / 76

Compatible splits

Theorem (Compatible splits)

Let S be a set of splits on X and assume that S contains all trivial
splits on X . There exists a unique unrooted phylogenetic tree T that
realizes S,that is, with S(T ) = S, if and only if S is compatible.
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�
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{a,c,d ,e} , {c}
{a,b,d ,e} , {d}

{a,b,c,e} , {e}
{a,b,c,d} , {a,b}

{c,d ,e} , {a,e}
{b,c,d}

�
.



22 / 76

Circular splits

Definition (Circular splits)

A set of splits S on X is called circular, if there exists a linear ordering
⇡ = (x1, . . . , xn) of the elements of X for S such that each split S 2 S
is interval-realizable, that is, has the form

S = {x
p

, x
p+1, . . . , xq} | (X \ {x

p

, x
p+1, . . . , xq}),

for appropriately chosen 1 < p  q  n.

Example

{a, b, d , e, h} | {c, f , g}
{a, c, d , e, g , h} | {b, f }
{a, c, e, g} | {b, d , f , h}
{a, c, g} | {b, d , e, f , h}
{a, c, e, f , g} | {b, d , h}
{a, e, h} | {b, c, d , f , g}

a g

h

d b

f

ce

16

4

a

e

g, c

h
d

b

f
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Circular splits

Problem (Consecutive Ones problem)

Let M be a binary matrix. Does there exist a permutation of the
columns of the matrix M such that in each row, all ones in the row
occur in a single consecutive run?

Example

{a, b, d , e, h} | {c, f , g}
{a, c, d , e, g , h} | {b, f }
{a, c, e, g} | {b, d , f , h}
{a, c, g} | {b, d , e, f , h}
{a, c, e, f , g} | {b, d , h}
{a, e, h} | {b, c, d , f , g}

5.7. Circular splits and planar split networks 93

a b c d e f g h�

�������

0 0 1 0 0 1 1 0
0 1 0 0 0 1 0 0
0 1 0 1 0 1 0 1
0 1 0 1 1 1 0 1
0 1 0 1 0 0 0 1
0 1 1 1 0 1 1 0

�

�������

a e h d b f c g�

�������

0 0 0 0 0 1 1 1
0 0 0 0 1 1 0 0
0 0 1 1 1 1 0 0
0 1 1 1 1 1 0 0
0 0 1 1 1 0 0 0
0 0 0 1 1 1 1 1

�

�������

(a) Input matrix (b) Permuted matrix

Figure 5.11 (a) An input matrix M for the Consecutive Ones problem that
corresponds to the set of splits shown in Figure 5.9(a). (b) A solution obtained by
permuting the columns of M in the order suggested by Figure 5.9(b).

We call such an ordering (x1, . . . , xn) a circular ordering for S , as it holds that (x1, . . . , xn)
is a circular ordering for S , if and only if (xn , xn�1, . . . , x1) and (x2, x3, . . . , xn , x1) both are.
How to determine whether a set of splits S is circular? This is equivalent to a well-known
problem in computer science:

Problem 5.7.2 (Consecutive Ones problem) Let M be a binary matrix. Does there exist
a permutation of the columns of the matrix M such that in each row, all ones in the row
occur in a single consecutive run?

It is straight-forward to translate the problem of determining whether S is circular into
an instance of the Consecutive Ones problem. Simply define a binary matrix M in which
each row r corresponds to some split S � S and every column c corresponds to some
taxon x � X . Then set M(r,c) = 1 if and only if S separates x from the taxon represented
by the first column of M .

Exercise 5.7.3 (Circular ordering and Consecutive Ones) Prove the following statement:
There exists a circular ordering of X for S if and only if a solution of the Consecutive Ones
problem exists for M. Hint: construct a binary matrix M whose rows represent splits and
whose columns represent taxa (see Figure 5.11).

The Consecutive Ones problem can be solved in linear time [23]. However, if no cir-
cular ordering exists for a given set of splits S on X , then one might try to determine a
solution that is as good as possible. For our purposes, an appropriate optimization goal
is to find an ordering of X that minimizes the number of runs of ones in the matrix M .
This problem, known as the Optimal Consecutive Ones problem, is NP-hard.

A useful heuristic for finding an optimal circular ordering for a set of non-circular splits
S on X is to define a distance matrix D on X by setting the distance between any two
taxa a and b equal to the sum of all weights of the splits that separate them. This dis-
tance matrix D is then provided as input to the neighbor-net algorithm, described in Sec-
tion 10.4, which outputs an ordering of X , that is guaranteed to be circular, whenever the
given input set S is circular [31].

Circular split systems are of particular interest because they can always be represented
graphically in an appealing way, namely by a split network that is drawn in the plane
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Problem 5.7.2 (Consecutive Ones problem) Let M be a binary matrix. Does there exist
a permutation of the columns of the matrix M such that in each row, all ones in the row
occur in a single consecutive run?

It is straight-forward to translate the problem of determining whether S is circular into
an instance of the Consecutive Ones problem. Simply define a binary matrix M in which
each row r corresponds to some split S � S and every column c corresponds to some
taxon x � X . Then set M(r,c) = 1 if and only if S separates x from the taxon represented
by the first column of M .

Exercise 5.7.3 (Circular ordering and Consecutive Ones) Prove the following statement:
There exists a circular ordering of X for S if and only if a solution of the Consecutive Ones
problem exists for M. Hint: construct a binary matrix M whose rows represent splits and
whose columns represent taxa (see Figure 5.11).

The Consecutive Ones problem can be solved in linear time [23]. However, if no cir-
cular ordering exists for a given set of splits S on X , then one might try to determine a
solution that is as good as possible. For our purposes, an appropriate optimization goal
is to find an ordering of X that minimizes the number of runs of ones in the matrix M .
This problem, known as the Optimal Consecutive Ones problem, is NP-hard.

A useful heuristic for finding an optimal circular ordering for a set of non-circular splits
S on X is to define a distance matrix D on X by setting the distance between any two
taxa a and b equal to the sum of all weights of the splits that separate them. This dis-
tance matrix D is then provided as input to the neighbor-net algorithm, described in Sec-
tion 10.4, which outputs an ordering of X , that is guaranteed to be circular, whenever the
given input set S is circular [31].

Circular split systems are of particular interest because they can always be represented
graphically in an appealing way, namely by a split network that is drawn in the plane

Note
decision problem is polynomial solvable
finding an ordering of X that minimizes the number of runs of ones in the
matrix M (Optimal Consecutive Ones problem) is NP-hard.
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Circular splits

Theorem (Circular implies outer-labeled planar)

A set of splits S on X = {x1, ..., xn} is circular if and only if it can be
represented by a split network N that is outer-labeled planar.

Example

{a, b, d , e, h} | {c, f , g}
{a, c, d , e, g , h} | {b, f }
{a, c, e, g} | {b, d , f , h}
{a, c, g} | {b, d , e, f , h}
{a, c, e, f , g} | {b, d , h}
{a, e, h} | {b, c, d , f , g} a

e

g, c

h
d

b

f



25 / 76

Weakly compatible splits

Definition (Weakly compatible splits)

A set of splits S on X is called weakly compatible, if any three distinct
splits in S are weakly compatible. Three such splits S1 =

A1
B1
, S2 =

A2
B2
,

and S3 =
A3
B3

are called weakly compatible, if

1 at least one of the following four intersections is empty:
A1 \ A2 \ A3, A1 \ B2 \ B3, B1 \ A2 \ B3 and B1 \ B2 \ A3,

2 at least one of the following four intersections is empty:
B1 \ B2 \ B3, B1 \ A2 \ A3, A1 \ B2 \ A3 and A1 \ A2 \ B3.

Example

S1 =

{a, b, d , e, h} | {c, f , g}
{a, c, d , e, g , h} | {b, f }
{a, c, e, g} | {b, d , f , h}
{a, c, g} | {b, d , e, f , h}
{a, c, e, f , g} | {b, d , h}
{a, e, h} | {b, c, d , f , g}

S2 =

{a, b, d , e, h} | {c, f , g}
{a, c, d , e, g , h} | {b, f }
{a, c, e, g} | {b, d , f , h}
{a, c, d , e} | {b, f , g}
{a, b} | {c, d , e, f , g}
{a, e, f } | {b, c, d , g}
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Weakly compatible splits
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B1 \ B2 \ B3, B1 \ A2 \ A3, A1 \ B2 \ A3 and A1 \ A2 \ B3.

Example

S1 =

{a, b, d , e, h} | {c, f , g}
{a, c, d , e, g , h} | {b, f }
{a, c, e, g} | {b, d , f , h}
{a, c, g} | {b, d , e, f , h}
{a, c, e, f , g} | {b, d , h}
{a, e, h} | {b, c, d , f , g}

S2 =

{a, b, d , e, h} | {c, f , g}
{a, c, d , e, g , h} | {b, f }
{a, c, e, g} | {b, d , f , h}
{a, c, d , e} | {b, f , g}
{a, b} | {c, d , e, f , g}
{a, e, f } | {b, c, d , g}

Why all this?!?

Phylogenetic networks reconstructed from
weakly compatible are easier than the ones
reconstructed from generic splits



UPN from distances
or“how to get the splits from distances”
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Any split S 2 S can be used to define a distance matrix D
S

on X ,
by setting:

d
S

(x , y) =

⇢
1 if S separates x and y ,
0 else.

for all taxa x and y in X .
Assume we are given a weighting of a set of splits, ! : S ! R�0,
then we define the weighted split metric D(S,!) as:

d(S,!)(x , y) =
X

S2S
!(S)⇥ d

S

(x , y)

for all taxa x and y in X .

27 / 76

From weighted splits to distances
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PN from distances: the split decomposition

w

x

y

z

A B

The split decomposition algorithm [Bandelt and Dress, 1992]: Given a distance
matrix D on X = {x1, . . . , xn} we start by computing the isolation index for
quartets and splits :

for any four taxa w , x , y and z with {w , x} \ {y , z} = ;,
but not necessarily w 6= x or y 6= z :
↵̂
D

� {w,x}
{y,z}

�
= 1

2
(max{d(w, x) + d(y, z), d(w, y) + d(x, z), d(w, z) + d(x, y)} � d(w, x) � d(y, z)).

for any (partial) split S : ↵
D

(S) = min{↵̂
D

� {w,x}
{y,z}

�
| w, x 2 A, y, z 2 B} � 0.

Then, we set X0 = ; and S0 = ;. Now, assume that the set of splits S
i

on the
first i taxa X

i

= {x1, . . . , xi}. To obtain S
i+1 on X

i+1 = {x1, . . . , xi+1}, for
each split A

B

2 S
i

do:

1 Consider S =
A[{x

i+1}
B

. If ↵
D

(S) > 0, set !(S) = ↵
D

(S) and add S to S
i+1.

2 Consider S = A

B[{x
i+1}

. If ↵
D

(S) > 0, set !(S) = ↵
D

(S) and add S to S
i+1.

3 Consider S = X
i

{x
i+1}

. If ↵
D

(S) > 0, set !(S) = ↵
D

(S) and add S to S
i+1.

The result is given by S
n

.
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PN from distances: the split decomposition

A split S whose isolation index ↵
D

(S) is greater than 0 is called a
D-split. D-splits are always weakly compatible.

It follows from this that the split decomposition always computes a
set of weakly compatible splits
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PN from distances: the split decomposition

A split S whose isolation index ↵
D

(S) is greater than 0 is called a
D-split. D-splits are always weakly compatible.

It follows from this that the split decomposition always computes a
set of weakly compatible splits

The SD is a conservative method

It can be used for small number of taxa or low divergence
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PN from distances: Neighbor-Net

Given a distance matrix D on X , the Neighbor-Net algorithm
[Bryant and Moulton, 2004] computes a circular ordering ⇡ of X
from D and then a set of weighted splits S that are
interval-realizable with respect to ⇡:

produces circular splits
uses together with circular network algorithm to get planar networks
can be used for large number of taxa and high divergence
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PN from distances: Neighbor-Net

Given a distance matrix D on X , the Neighbor-Net algorithm
[Bryant and Moulton, 2004] computes a circular ordering ⇡ of X
from D and then a set of weighted splits S that are
interval-realizable with respect to ⇡:

produces circular splits
uses together with circular network algorithm to get planar networks
can be used for large number of taxa and high divergence
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Theorem (Neighbor-Net consistency)

Given a circular distance matrix D on X , the Neighbor-Net
algorithm produces a circular ordering ⇡ and a set of
weighted splits S that are interval-realizable with respect to
⇡ such that D = D(S).
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PN from distances

Other algorithms from distances:

Minimum spanning network

T-Rex

...

A great source of information:

http://phylnet.univ-mlv.fr/

http://phylnet.univ-mlv.fr/
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PN from splits: the Convex hull algorithm

Let S be a set of splits on X comprising all trivial
ones. Assume that we have already computed a
split network N for S. To obtain a split network
for S [ S , where S = A

B

is a new non-trivial split,
modify N as follows:

1 Compute the two convex hulls H(A) and
H(B) in N and let M be the split graph
induced in N by the set of nodes
H(A) \ H(B) 6= ;.

2 Create a copy M 0 of M and for each node v
and edge e in M let v 0 and e0 denote their
copies in M 0, respectively.

3 For every edge f that leads from some node
u in H(B) \ H(A) 6= ; to a node v in M,
redirect the edge f so that it leads from u to
v 0.

4 Connect each pair of nodes v in M and v 0 in
M 0 by a new edge f = (v , v 0) and set
�(f ) = S

a

h
gf

e

d
c b

a

h
gf

e

d
c b

a

h

gf

e

d

c b

a

h

gf

e

d

c b
a

h
gf

e

d
c b

(a) Network N0 (b) Hulls for SI
1 (c) Network N1 (d) Hulls for SI

2

a

h
gf

e

d
c b

a

h
gf

e

d

c b

(e) Network N2 (f) Hulls for SI
3 (g) Network N3

SI
1 =

A1
B1

= {a,b,c,d}
{e, f ,g ,h} SI

2 =
A2
B2

= {a,b,g ,h}
{c,d ,e, f }

SI
3 =

A3
B3

= {a,c, f }
{b,d ,e,g ,h}
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PN from splits: the circular network algorithm

Let S be a set of splits on X comprising all trivial
ones. Assume that we have already computed a
split network N for S. To obtain a split network

for S [ S , where S =
{x

p

,...,x
q

}
X\{x

p

,...,x
q

} is a new

non-trivial split, modify N as follows: (splits have
to be considered in a certain order)

1 Determine the path M(x
p

, x
q

) and let Ṁ
denote the path obtained by removing the
first and last (leaf) edges from M(x

p

, x
q

).

2 Create a copy Ṁ 0 of Ṁ and for each node v
and edge e in Ṁ let v 0 and e0 denote their
copies, respectively.

3 Redirect every edge f that leads from some
node u = �(x

i

) to some node v in Ṁ so that
it leads from u to v 0, for all i = p, . . . , q.

4 Connect each pair of nodes v in Ṁ and v 0 in
Ṁ 0 by a new edge f = (v , v 0) and set
�(f ) = S

t+1.

a

h
gf

e

d
c b

a

g
h

f

e

d
c b

(a) Network N
2

(b) Network N
3

A
B = {a, f ,g ,h}

{b,c,d ,e}



35 / 76

PN from splits: attention!!!

All four di↵erent split networks shown below represent the
same set of splits. The split networks shown in (a) and (b)
were computed using the circular network algorithm processing
the splits and taxa in two di↵erent orders. The one shown in
(c) was constructed using the convex hull algorithm. The split
network shown in (d) can be obtained by deleting superfluous
edges in any of the first three.

a

bc

d

e f

a

bc

d

e f

a

bc

d

e f

a

bc

d

e f

(a) (b) (c) (d)
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PN from trees: Consensus split networks

Consensus splits [Holland et al, 2004]

Input: Trees on identical taxon sets

Determine splits in more than X% of trees

For >50%, the result is compatible
240 Chapter 11. Phylogenetic Networks from Trees
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(a) Tree T1 (b) Tree T2 (c) Tree T3
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dc

e

f b

a
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f b

(d) Tree T4 (e) Tree T5 (f) Tree T6

a

cd

e

f
b

a

cd

e

f
b

a

bd

e

f c

ad

e

f
c

b

(g) Majority (h) d = 2 (i) d = 5 (j) All splits

Figure 11.1 (a)– (f) Six different phylogenetic trees T1, . . . , T6 on
X = {a,b,c,d ,e, f }. (g) Their majority consensus tree and (h) their consensus
split network for d = 2, representing all splits that are present in more than 1

3 of
the trees. Note that in this case the network is still a tree, but more resolved than
the majority consensus tree. (i) The consensus split network for d = 5 and (j) the
split network representing all splits present in the six trees.

and p = 0.30, respectively. Additionally, we show the majority consensus tree. In these
drawings, the length of an edge is scaled to represent the number of trees that support
the corresponding split. This figure shows clearly that there is some disagreement among
the gene trees as to where the outgroup taxon C. albicans attaches to the phylogeny, the
two main choices being an attachment to either the lineage leading to S. castelli or to
S. kluyveri. There is some disagreement concerning how to arrange the other five taxa,
the largest contention being whether S. kudriavzevii and S. bayanus are sister taxa.

In the depicted consensus tree, the majority of gene trees place C. albicans as a sister
of S. kluyveri and the information that a significant number of genes prefer an alternative
placement is suppressed.

11.2 Consensus super split networks for unrooted trees

The above approach to calculating consensus trees and consensus split networks requires
that all input trees are on exactly the same set of taxa X . However, in practice it often
occurs that some (or even all) of the input trees lack some of the members of the total
taxon set X . For example, when studying multiple gene trees, particular gene sequences
may be absent for certain taxa. In this section we discuss how to address this problem.

Let X be a set of taxa. A phylogenetic tree T on X � is called a partial tree on X , if X �
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Consensus splits [Holland et al, 2004]

Input: Trees on identical taxon sets

Determine splits in more than X% of trees

For >50%, the result is compatible
240 Chapter 11. Phylogenetic Networks from Trees

a

bc

e

f d

a

db

e

f c

b

ad

e

f c

(a) Tree T1 (b) Tree T2 (c) Tree T3

a

bd

e

f c

a

dc

e

f b

a

cd

e

f b

(d) Tree T4 (e) Tree T5 (f) Tree T6

a

cd

e

f
b

a

cd

e

f
b

a

bd

e

f c

ad

e

f
c

b

(g) Majority (h) d = 2 (i) d = 5 (j) All splits

Figure 11.1 (a)– (f) Six different phylogenetic trees T1, . . . , T6 on
X = {a,b,c,d ,e, f }. (g) Their majority consensus tree and (h) their consensus
split network for d = 2, representing all splits that are present in more than 1

3 of
the trees. Note that in this case the network is still a tree, but more resolved than
the majority consensus tree. (i) The consensus split network for d = 5 and (j) the
split network representing all splits present in the six trees.

and p = 0.30, respectively. Additionally, we show the majority consensus tree. In these
drawings, the length of an edge is scaled to represent the number of trees that support
the corresponding split. This figure shows clearly that there is some disagreement among
the gene trees as to where the outgroup taxon C. albicans attaches to the phylogeny, the
two main choices being an attachment to either the lineage leading to S. castelli or to
S. kluyveri. There is some disagreement concerning how to arrange the other five taxa,
the largest contention being whether S. kudriavzevii and S. bayanus are sister taxa.

In the depicted consensus tree, the majority of gene trees place C. albicans as a sister
of S. kluyveri and the information that a significant number of genes prefer an alternative
placement is suppressed.

11.2 Consensus super split networks for unrooted trees

The above approach to calculating consensus trees and consensus split networks requires
that all input trees are on exactly the same set of taxa X . However, in practice it often
occurs that some (or even all) of the input trees lack some of the members of the total
taxon set X . For example, when studying multiple gene trees, particular gene sequences
may be absent for certain taxa. In this section we discuss how to address this problem.

Let X be a set of taxa. A phylogenetic tree T on X � is called a partial tree on X , if X �
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PN from trees: Consensus super splits networks

Consensus super splits [Huson et al, 2004, Whitfield et al 2008].
Input: Trees on overlapping taxon sets

Use the Z–closure to complete partial splits

Use the“distortion”values to filter splits
11.2. Consensus super split networks for unrooted trees 243
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(e) Tree T5 (f) Super network N

Figure 11.3 (a)–(e) Five partial gene trees T1, . . . ,T5 on 13–25 plant taxa. (f) The
corresponding super split network N on all 26 taxa, computed using the
Z-closure method. The edges in N are scaled to represent the number of input
trees that contain the edge. The network N shows that the placement of the pair
of taxa Physaria bellii and Physaria gracilis differs in the five trees.

The split network used to represent S̄p (T ) for any value of p from 0 to 1 is called a super
split network.

We conjecture that the set of strict consensus splits S̄strict (T ) is always compatible and
thus representable by a phylogenetic tree. If this is true, then this construction provides a
super tree method. However, the set of majority consensus splits S̄majority(T ) is not neces-
sarily compatible, in general. In fact, the latter statement holds for S̄p (T ) with any choice
of p between 0 and 1.
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Figure 11.3 (a)–(e) Five partial gene trees T1, . . . ,T5 on 13–25 plant taxa. (f) The
corresponding super split network N on all 26 taxa, computed using the
Z-closure method. The edges in N are scaled to represent the number of input
trees that contain the edge. The network N shows that the placement of the pair
of taxa Physaria bellii and Physaria gracilis differs in the five trees.

The split network used to represent S̄p (T ) for any value of p from 0 to 1 is called a super
split network.

We conjecture that the set of strict consensus splits S̄strict (T ) is always compatible and
thus representable by a phylogenetic tree. If this is true, then this construction provides a
super tree method. However, the set of majority consensus splits S̄majority(T ) is not neces-
sarily compatible, in general. In fact, the latter statement holds for S̄p (T ) with any choice
of p between 0 and 1.
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The Z-closure

The Z-closure method takes a set of partial splits on X as input and infers a
set of complete splits on X as output.

Two partial splits S1 =
A1

B1
2 S and S2 =

A2

B2
2 S are said to be in

Z-relation to each other, if exactly one of the four intersections A1 \ A2,
A1 \ B2, B1 \ A2 or B1 \ B2 is empty. In this case, if the empty
intersection is A1 \ B2, say, then we write A1

B1
Z A2

B2
.

The Z-operation applied to S1 and S2 is defined as the creation of two
new splits

S 0
1 =

A1

B1 [ B2
and S 0

2 =
A1 [ A2

B2
.

If at least one of the two new splits contains more taxa than its
predecessor, the pair of splits is called productive.

We obtain a set of complete splits from a set partial splits S = {S1, . . . , Sm}
on X as follows: While S contains a productive pair of splits {S

i

, S
j

}, apply
the Z-operation to obtain two new splits {S 0

i

, S 0
j

} and then replace the
former pair by the latter pair in S. Finally, add all trivial splits on X .
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The distortion values

Let T = (T1, ...,Tk) be a set of partial trees on X . For any
complete split S on X we define the distortion of S (with respect
to T ) as �(S) =

P
k

i=1 �(Ti

, S)

�(T
i

, S) denotes the minimal homoplasy score for S on the input
tree T

i

, i.e. the smallest number of (SPR or TBR)
branch-swapping operations required to transform some
refinement of T

i

into a tree that contains the split S

The distortion of a split can be e�ciently computed using
dynamic programming



UPN from sequences
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1
each set of identical sequences is pooled into a single haplotype, then all constant columns are removed and

finally, every set of columns that have the same pattern is replaced by a single column i that is assigned a weight
!(i) that equals the number of columns in the represented set.
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Median networks

For a condensed1 multiple alignment M of binary sequences on X , its
median network is a phylogenetic network N = (V ,E ,�,�) whose node
set is given by the median closure V = M̄ and in which any two nodes
a and b are connected by an edge e of color �(e) = i 2 E , if any only if
they di↵er in exactly in their i-th position (as haplotypes). An
associated taxon labeling � : X ! V maps each taxon x onto the node
�(x) that represents the corresponding sequence.
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Median networks

For a condensed1 multiple alignment M of binary sequences on X , its
median network is a phylogenetic network N = (V ,E ,�,�) whose node
set is given by the median closure V = M̄ and in which any two nodes
a and b are connected by an edge e of color �(e) = i 2 E , if any only if
they di↵er in exactly in their i-th position (as haplotypes). An
associated taxon labeling � : X ! V maps each taxon x onto the node
�(x) that represents the corresponding sequence.

9.4. Median networks 197

a = 01010
b = 10001
c = 11100

m(a,b,c) = 11000

a 01010 b 10001

m(a,b,c) 11000

c 11100

(a) Median calculation (b) Parsimonious tree

Figure 9.2 (a) The median m(a,b,c) of three binary sequences a, b and c. The
median m(a,b,c) minimizes the parsimony score of the unrooted phylogenetic
tree on {a,b,c} shown in (b), which in this case is five.

a 0000000
b 0110000
c 1101100
d 1110110
e 0110101

6

7

3

1

4

5

2

c 1101100

a 0000000

d 1110110

e 0110101

1110100

0110100
0100100

1100100

b 0110000
0100000

(a) Alignment M (b) Median network N

Figure 9.3 (a) A condensed multiple alignment M of binary sequences on
X = {a, . . . ,e}. (b) The median network N that represents M . The nodes are
labeled by haplotypes and the edges are labeled by the corresponding columns in
M .

Let M be a multiple alignment of binary sequences on X . The median closure of M is
defined as the set M̄ of all binary sequences that can be obtained by repeatedly taking the
median of any three sequences in the set and adding it to the set, until no new sequences
can be produced. The median network is defined as follows:

Definition 9.4.1 (Median network) Let M be a condensed multiple alignment of binary
sequences on X . The median network associated with M is a phylogenetic network N =
(V ,E ,�,�) whose node set is given by the median closure V = M̄ and in which any two
nodes a and b are connected by an edge e of color �(e) = i in E, if any only if they differ in
exactly in their i-th position (as haplotypes). An associated taxon labeling � : X �V maps
each taxon x onto the node �(x) that represents the corresponding sequence.

An example of a median network is shown in Figure 9.3.
Let M be a condensed multiple alignment of binary sequences on X . Definition 9.4.1

suggests the following naive algorithm for computing the median network N for M : First
compute the median closure M̄ . Then construct the graph N that has node set M̄ and
in which any two nodes are connected by an edge e of color �(e) = i , if any only if they
differ exactly in their i � th position (as haplotypes). Alternatively, one can compute the
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Quasi median networks

204 Chapter 9. Phylogenetic Networks from Sequences

a A A A A A
b B B A A A
c A B A B B
d A A B B C
e A A C B C

� • • �
- - --- - ---

a 0 0 0 0 0 0 0 0 0
b 1 1 0 0 0 0 0 0 0
c 0 1 0 0 0 1 1 1 0
d 0 0 1 1 0 1 1 0 1
e 0 0 1 0 1 1 1 0 1

a 0 0 0 0 0 0 0
b 1 1 0 0 0 0 0
c 0 1 0 0 0 1 1
d 0 0 1 1 0 1 0
e 0 0 1 0 1 1 0

(a) Input M (b) Binary expansion M1 (c) Condensed M1

0 0 0 0 0 0 0
1 1 0 0 0 0 0
0 1 0 0 0 1 1
0 0 1 1 0 1 0
0 0 1 0 1 1 0
0 0 1 0 0 1 0
0 0 0 0 0 1 0
0 1 0 0 0 0 0
0 1 0 0 0 1 0

� • • �
- - --- - ---

0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0
0 1 0 0 0 1 1 1 0
0 0 1 1 0 1 1 0 1
0 0 1 0 1 1 1 0 1
0 0 1 0 0 1 1 0 1
0 0 0 0 0 1 1 0 0
0 1 0 0 0 0 0 0 0
0 1 0 0 0 1 1 0 0

A A A A A
B B A A A
A B A B B
A A C B C
A A B B C
A A * B C
A A A B *
A B A A A
A B A B *

(d) Median closure M2 (e) Expanded M2 (f) Multi-states M3

AA*BC=

�
�

�

A A A B C
A A B B C
A A C B C

AAAB*=

�
�

�

A A A B A
A A A B B
A A A B C

ABAB*=

�
�

�

A B A B A
A B A B B
A B A B C

A A A A A
B B A A A
A B A B B
A A C B C
A A B B C
A A A B C
A A A B A
A A A B B
A B A A A
A B A B A
A B A B C

e
d

a

c

b

AAABB

AAABC

ABAAA

AACBC

BBAAA

AABBC

ABABA

ABABC

AAABA

AAAAA

ABABB

(g) Expansion of (h) Final matrix M4 (i) Quasi-median network N
virtual medians

Figure 9.10 For the condensed multiple sequence alignment M of multi-state
characters in (a) we first compute the binary expansion M1 (b). We then generate
the median closure M2 = M̄1, first collapsing all identical columns in M1 (c)
before computing M̄1 (d). We record which columns are collapsed together
(marked � and • in (b)) and then expand them all again to obtain M2 (e). We then
compute the multi-state representation M3 for M2 (f). Finally, we obtain the
matrix M4 by expanding all virtual medians in M3 (g) and then removing any
duplicate copies (h). In (i) we show the quasi-median network N for M .

some original input multiple sequence alignment M0. To take this into account, whenever
we compare two sequences in M we must weight each position in M by the number of
original positions in M0 that it represents. This gives rise to a distance matrix D in which
the distance d(a,b) between any two sequences a and b in M is given by the sum of
weights of all positions at which a and b differ.

Consider the graph G = (V ,E ,�) that has node set V = X and whose edge set E con-
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A 0
B 1

A 0 0 0
B 1 1 0
C 1 0 1

A 0 0 0 0
B 1 1 0 0
C 1 0 1 0
D 1 0 0 1

A 0 0 0 0 0
B 1 1 0 0 0
C 1 0 1 0 0
D 1 0 0 1 0
E 1 0 0 0 1

(a) 2 states (b) 3 states (c) 4 states (d) 5 states

Figure 9.9 The binary expansion M1 of a condensed multiple alignment M of
DNA sequences is obtained by replacing each column that contains 2, 3, 4 or 5
different states by a group of 1 to 5 binary columns, converting each state A–E
into a corresponding binary pattern, as indicated in (a) to (d), respectively.

of binary columns, to then compute the median network for the alignment of binary se-
quences, and then finally to convert back to multi-state characters, being careful to ex-
pand each encountered “virtual median” into a set of sequences that display all appro-
priate multi-state characters.

In more detail, assume that we are given a condensed multiple alignment M of DNA
sequences on X . For ease of exposition, assume that the characters in M are labeled A,
B, · · · , E, representing the four DNA bases and the gap character.

The first step is to compute the binary expansion M1 of M in which every column of M
is represented by a group of binary columns in M1. For each column C of M we compute
the corresponding group of columns in M1 as follows: If the column C contains only two
different states, then the corresponding group of columns in M1 contains only one col-
umn, which is obtained from C by changing all occurrences of A by 0 and all occurrences
of B by 1. If the number of different states contained in the column C is d > 2, then the
column C gives rise to a group of d binary columns, in which each of the letters A – E is
represented by a specific binary pattern as prescribed in Figure 9.9.

The third step is to compute the median closure M2 = M̄1. For computational reasons,
one should first collapse all identical columns in M1 before computing M̄1 and then ex-
pand them all again to obtain M2.

The fourth step is to convert M2 back to a representation M3 of multi-state data. To
do this, each group of columns is converted back to a single column using the tables
shown in Figure 9.9. Note that a group of three or more columns may contain binary
patterns that are not listed in the tables. Such binary patterns are produced by the median
operation and we refer to them as virtual medians, as they are not the medians of binary
characters but rather of our binary encoding of multi-state characters. Virtual medians
are represented in M3 by the state ‘*’.

By definition, a virtual median is obtained as the median of three different binary pat-
terns that represent three different multi-state characters, according to the tables shown
in Figure 9.9. (Please convince yourself that the binary patterns listed in each of the ta-
bles have the property that the median of any three different ones is not contained in the
table.)

In the fifth step we obtain a new multiple alignment M4 of multi-state characters from
M3 by expanding each sequence M3 that contains a virtual median * into a set of new
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How to keep the complexity of the network down...

The number of nodes of the quasi-median network can be
very large, even for a small number of short sequences. Thus,
the quasi-median network is rarely useful in practice. There
exist two alternative methods:

median-joining algorithm, which aims at computing an
UPN that is as informative as a quasi-median network,
but usually much smaller. The algorithm has a
parameter � that is used to control how complex the
resulting phylogenetic network will be.

geodesically-pruned quasi-median networks: a method
that aims at computing a pruned version of the full
quasi-median network by considering only those
sequences that lie on a geodesic between two of the
original input sequences.
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How to keep the complexity of the network down...

UPN from ...

quartets ... QNet
http://www2.cmp.uea.ac.uk/~vlm/qnet/

http://phylnet.univ-mlv.fr/

http://www2.cmp.uea.ac.uk/~vlm/qnet/
http://phylnet.univ-mlv.fr/
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Reconstruction of rooted phylogenetic networks

from clusters

from trees (via clusters or not)

from sequences

from distances
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Clusters

A cluster C on X is a subset of the taxon set X .
116 Chapter 6. Clusters and Rooted Phylogenetic Networks

{d,e}

{e}

e

{d}

d

{a,b,c}

{c}

c

{a,b}

{b}

b

{a}

a

Figure 6.2 A rooted phylogenetic tree whose edges are labeled by the clusters
that they represent.

exists a cluster C �C such that either x is contained in C , or y is contained in C , but not
both. Because we usually assume that all trivial clusters are present, the sets of clusters
considered usually separate all pairs of taxa in X .

Let C be a set of clusters on X and let X � �X be a subset of taxa. We define the set of
clusters induced by X �, or the restriction of C to the subset X �, as

C |X � = {C �X � |C �C and C �X � �=�}.

Every edge e of a rooted phylogenetic tree T on X is said to represent the cluster C �X

that is defined as the set of all taxa that label nodes that are descendants of the target node
of e. In the literature, alternative formulations of this concept are to say that e induced
clusters the cluster C or that e displays the cluster C . Equivalently, the cluster represented
by e can be obtained as follows: Deletion of the edge e from T produces two connected
components and the cluster C is then given by the set of all taxa that label leaves that
are contained in the connected component that does not contain the root �. Figure 6.2
shows an example of a rooted phylogenetic tree and the clusters represented by its edges.
We use C (T ) to denote the set of all clusters represented by edges in T . If the edges of the
tree have lengths or weights, then these can be assigned to the corresponding clusters, as
well.

Let us take a closer look at the relationships between different clusters in a rooted phy-
logenetic tree. At the lowest level of the tree, the leaf edges represent trivial clusters. Going
up the tree toward the root, larger clusters are formed as the union of smaller clusters. Ob-
serve that if a cluster contains some other clusters as subsets, then the edges representing
the subsets lie below the edge representing the superset. Also, note that for any two differ-
ent clusters we have that either the two edges representing them are in different subtrees,
in which case the two clusters are disjoint, or one edge lies above the other, in which case
the one cluster contains the other. This latter observation leads to the following defini-
tion:

Definition 6.2.2 (Compatibility and incompatibility) Two different clusters C1 and C2 on
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Compatible clusters

Definition (Compatible splits)

Two clusters C1 and C2 on X are called compatible, if C2 ✓ C1 or
C1 ✓ C2 or C1 \ C2 = ;. Otherwise, the two clusters are called
incompatible. A set of clusters C is called compatible if all pairs of
clusters in C are compatible.

Example

C1 =

{a}
{b}
{c}
{d}
{e}
{a, b}
{d , e}
{a, b, c}

{a, b, c, d , e}

C2 =

{a}
{b}
{c}
{d}
{e}
{a, b}
{d , e}
{a, b, e}

{a, b, c, d , e}
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Compatible clusters

Definition (Compatible splits)

Two clusters C1 and C2 on X are called compatible, if C2 ✓ C1 or
C1 ✓ C2 or C1 \ C2 = ;. Otherwise, the two clusters are called
incompatible. A set of clusters C is called compatible if all pairs of
clusters in C are compatible.

Example

C1 =

{a}
{b}
{c}
{d}
{e}
{a, b}
{d , e}
{a, b, c}

{a, b, c, d , e}

C2 =

{a}
{b}
{c}
{d}
{e}
{a, b}
{d , e}
{a, b, e}

{a, b, c, d , e}
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Compatible clusters

Theorem (Compatible clusters)

Let C be a set of clusters on X and assume that C contains all trivial
splits on X . There exists a unique rooted phylogenetic tree T that
realizes C,that is, with C(T ) = C, if and only if C is compatible.

116 Chapter 6. Clusters and Rooted Phylogenetic Networks
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Figure 6.2 A rooted phylogenetic tree whose edges are labeled by the clusters
that they represent.

exists a cluster C �C such that either x is contained in C , or y is contained in C , but not
both. Because we usually assume that all trivial clusters are present, the sets of clusters
considered usually separate all pairs of taxa in X .

Let C be a set of clusters on X and let X � �X be a subset of taxa. We define the set of
clusters induced by X �, or the restriction of C to the subset X �, as

C |X � = {C �X � |C �C and C �X � �=�}.

Every edge e of a rooted phylogenetic tree T on X is said to represent the cluster C �X

that is defined as the set of all taxa that label nodes that are descendants of the target node
of e. In the literature, alternative formulations of this concept are to say that e induced
clusters the cluster C or that e displays the cluster C . Equivalently, the cluster represented
by e can be obtained as follows: Deletion of the edge e from T produces two connected
components and the cluster C is then given by the set of all taxa that label leaves that
are contained in the connected component that does not contain the root �. Figure 6.2
shows an example of a rooted phylogenetic tree and the clusters represented by its edges.
We use C (T ) to denote the set of all clusters represented by edges in T . If the edges of the
tree have lengths or weights, then these can be assigned to the corresponding clusters, as
well.

Let us take a closer look at the relationships between different clusters in a rooted phy-
logenetic tree. At the lowest level of the tree, the leaf edges represent trivial clusters. Going
up the tree toward the root, larger clusters are formed as the union of smaller clusters. Ob-
serve that if a cluster contains some other clusters as subsets, then the edges representing
the subsets lie below the edge representing the superset. Also, note that for any two differ-
ent clusters we have that either the two edges representing them are in different subtrees,
in which case the two clusters are disjoint, or one edge lies above the other, in which case
the one cluster contains the other. This latter observation leads to the following defini-
tion:

Definition 6.2.2 (Compatibility and incompatibility) Two different clusters C1 and C2 on
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When a phyl. network N represents a cluster C?

HARDWIRED SENSE : if there exists a tree edge of N such that the
set of all taxa below the edge equals C

e1 : {a, b, c} e2 : {c, d , e}
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RPN from clusters - Cluster networks
The Cluster-popping algorithm [Huson & Rupp, 2008]:

for each cluster C 2 C create a node u and define ⌫(C) = u and ⌫�1(u) = C .
Create a root node ⇢ and set ⌫�1(⇢) = X
for each C 2 C in order of non-increasing cardinality do

Unmark all nodes
Push ⇢ onto a stack S and mark ⇢
while S is not empty do

Pop v o↵ S
Set isBelow = false
for each child w of v do

if C ⇢ ⌫�1(w) then
Set isBelow = true
if w is unmarked then Mark w and push w onto S

if isBelow = false then Create a new edge (v , ⌫(C))
for each node v with indegree � 2 and outdegree 6= 1 do

Create a new node v 0

Redirect all in-edges of v to v 0

Create a new edge (v 0, v)
for each taxon a 2 X do

Set �(a) = ⌫�1({a})
end

120 Chapter 6. Clusters and Rooted Phylogenetic Networks

{a,b,c,d}

{b}

{c,d}

{a,b,c}

{c}

{a,b}

{d}{a}

{a,b,c,d}

{b}

{c,d}

{a,b,c}

{c}

{a,b}

{d}{a}

(a) Full representation of a partial order (b) Hasse diagram

Figure 6.5 For C =
�
{a,b,c,d}, {a,b,c}, {a,b}, {c,d}, {a}, {b}, {c}, {d}

�
, we show (a)

the full representation of the partial ordered set (C ,�) and (b) the Hasse diagram
that represents (C ,�).

{a} {b} {c} {d} {e} {f} {g} {h}

{a;b} {c;d} {f;g}

{a;b;c;d}

{c;d;e} {e;f;g}

{c;d;e;f;g}
{e;f;g;h}

{c;d;e;f;g;h}

hgfedcba

z

(a) Hasse diagram (b) Cluster network

Figure 6.6 (a) Hasse diagram H and (b) cluster network N for the same set of
clusters C on X = {a,b, . . . ,h}. Each tree edge in N represents exactly one cluster
in C . For example, the edge labeled z represents the cluster {c,d ,e}.

the wrong direction, from smaller clusters to larger clusters. These two minor difficulties
are overcome in the definition of a cluster network (see Figure 6.6).

Recall that a rooted DAG is a (weakly) connected, directed acyclic graph that has pre-
cisely one node of indegree 0, called the root of G . Recall also that a node of outdegree 0
is called a leaf. A node of indegree � 1 is called a tree node, whereas any node of indegree
� 2 is called a reticulate node or reticulation. An edge e = (v, w) is called a tree edge, if its
target node w is a tree node, and otherwise, it is called a reticulate edge.

Given a rooted DAG G = (V ,E), we use L(G) �V to denote the set of leaves in G , and for
any node v in G we use L(v) to denote the set of leaves that are descendants of v . First we
define a cluster network as a graph, without any reference to clusters [120]:
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RPN from clusters - Hardwired sense
The Cluster-popping algorithm [Huson & Rupp, 2008]:

for each cluster C 2 C create a node u and define ⌫(C) = u and ⌫�1(u) = C .
Create a root node ⇢ and set ⌫�1(⇢) = X
for each C 2 C in order of non-increasing cardinality do

Unmark all nodes
Push ⇢ onto a stack S and mark ⇢
while S is not empty do

Pop v o↵ S
Set isBelow = false
for each child w of v do

if C ⇢ ⌫�1(w) then
Set isBelow = true
if w is unmarked then Mark w and push w onto S

if isBelow = false then Create a new edge (v , ⌫(C))
for each node v with indegree � 2 and outdegree 6= 1 do

Create a new node v 0

Redirect all in-edges of v to v 0

Create a new edge (v 0, v)
for each taxon a 2 X do

Set �(a) = ⌫�1({a})
end
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(a) Full representation of a partial order (b) Hasse diagram

Figure 6.5 For C =
�
{a,b,c,d}, {a,b,c}, {a,b}, {c,d}, {a}, {b}, {c}, {d}

�
, we show (a)

the full representation of the partial ordered set (C ,�) and (b) the Hasse diagram
that represents (C ,�).

{a} {b} {c} {d} {e} {f} {g} {h}

{a;b} {c;d} {f;g}

{a;b;c;d}

{c;d;e} {e;f;g}

{c;d;e;f;g}
{e;f;g;h}

{c;d;e;f;g;h}

hgfedcba

z

(a) Hasse diagram (b) Cluster network

Figure 6.6 (a) Hasse diagram H and (b) cluster network N for the same set of
clusters C on X = {a,b, . . . ,h}. Each tree edge in N represents exactly one cluster
in C . For example, the edge labeled z represents the cluster {c,d ,e}.

the wrong direction, from smaller clusters to larger clusters. These two minor difficulties
are overcome in the definition of a cluster network (see Figure 6.6).

Recall that a rooted DAG is a (weakly) connected, directed acyclic graph that has pre-
cisely one node of indegree 0, called the root of G . Recall also that a node of outdegree 0
is called a leaf. A node of indegree � 1 is called a tree node, whereas any node of indegree
� 2 is called a reticulate node or reticulation. An edge e = (v, w) is called a tree edge, if its
target node w is a tree node, and otherwise, it is called a reticulate edge.

Given a rooted DAG G = (V ,E), we use L(G) �V to denote the set of leaves in G , and for
any node v in G we use L(v) to denote the set of leaves that are descendants of v . First we
define a cluster network as a graph, without any reference to clusters [120]:

Problem
The networks obtained in this way are
too complex
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When a phyl. network N represents a cluster C?

SOFTWIRED SENSE : if there exists a tree edge of N such that the
set of all taxa below the edge equals C (with one edge per reticulation
node ”switched on”)

e1 : {a, b, c}

e1 :

{a, b}
e2 : {c, d , e}

e2 :

{d , e}
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Constructing minimal softwired networks

cluster containment: NP-hard

minimization NP-hard, APX-hard

A possible solution ... topological constraints:

galled trees (if every non-trivial biconnected component of N properly
contains exactly one reticulation) (it does not always exist)

galled networks (if every reticulation in N has a tree cycle) (still NP-hard)

level-k networks (maximum reticulation number among biconnected
components of N is k) (still NP-hard)

a b c d e f g h i j k l
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RPN from clusters - Softwired sense

CASS algorithm [ van Iersel et al., 2010], guaranteed to construct minimal networks
if level is 1 or 2:

8.5. Level-k networks 189

During this process, we also need to be able to add a reticulation to the network that
does not have a taxon directly beneath it, as discussed further below with the help of
Figure 8.9. To this end, in the main loop of the algorithm (line 9) we also consider the
case of adding a new auxiliary taxon z that does not belong to X . Here is a more detailed
description of the so-called Cass algorithm [238]:

Algorithm 8.5.1 (Level-k networks for tangled clusters) Let k � 0 be a fixed number.
Input is a set of clusters C on X , which is assumed to be tangled in the initial call to the
algorithm. Recursively construct a set of level-k networks N for C in the following steps (if
any such network exists):

Set N =�
if k = 0 then

if C is compatible then
Compute the rooted phylogenetic tree T for C (and all trivial clusters on X )

5 Insert an auxiliary edge that separates the root from the rest of the tree T
Set N = {T }

else (comment: k > 0)
Create a new auxiliary taxon z

9 for each taxon x �X � {z} do
Set C � =C |X�{x}, remove all trivial clusters and then collapse to obtain C �� on X ��

Recursively compute the set N �� of level-(k �1) networks for C �� on X ��

for each network N �� in N �� do
Replace each leaf of N ��, which is labeled by a composite taxon Ā �X ��, by the
rooted phylogenetic tree T (C �|A) that represents C �|A

Let N � be the resulting network
for each pair of (not necessarily distinct) edges e1 and e2 in a new copy of N � do

Create two nodes r and u, add an edge from r to u and set �(x) = u
Insert a new node v1 into e1 and connect v1 to r
Insert a new node v2 into e2 and connect v2 to r
if the resulting network N represents C (disregarding all auxiliary taxa) then

add N to N

return N

If the returned set N is empty, then the algorithm reports fail.

If there exists a level-k network that represents C , then this algorithm is guaranteed to
find such a network, if k � 2 [238]. For larger values of k, it is unknown whether failure
to find a level-k network by the algorithm always implies that no such network exists.
Hence, for k > 2, this algorithm is a heuristic for finding a level-k network.

If the initial call to the algorithm is successful and returns a non-empty set of rooted
phylogenetic networks N then, in a post-processing step, in each level-k network N �N

returned by the algorithm, the auxiliary edge below the root is contracted. In addition,
any edge that connects two reticulate nodes is contracted. Moreover, each leaf labeled
by an auxiliary taxon is removed. After these modifications, every network N in N is a
level-k network that represents C .

The reason why we contract every edge that connects two reticulate nodes above is
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{a, g }, {b,c}, {d ,e}, {a,b, f }, {b,c, f },
{c,d ,e}, {b,c,d , f }, {a,b, f , g }

{a, g }, {d ,e}, {a,b, f }, {b, f },
{b,d , f }, {a,b, f , g }

(a) Set of tangled input clusters C (b) Set C � =C |X�{c}

{a, g }, {d ,e}, {a, {b, f }},
{{b, f , }d}, {a, {b, f }, g }

{a, g }, {d ,e}

(c) Set C �� obtained by (d) Result of removing
collapsing C � {b, f } from C ��

eg a d eg a d{b, f}

(e) Rooted tree T for (f) Level-1 network for
set of clusters in (d) set of clusters C �� in (c)

eg a d
f b

e

g a
f b c

d

(g) Level-1 network for (h) Final level-2 network
set of clusters C � in (b) for set C in (a)

Figure 8.8 (a) A tangled set of 8 clusters C . (b) The set C � obtained from C by
removing the taxon c and then all trivial clusters. (c) The set of clusters C ��

obtained by collapsing C �. The only non-trivial composite taxon is {b, f }. (d) The
set C �� after the removal of {b, f }. (e) The rooted phylogenetic tree for the clusters
in (d) with an auxiliary edge inserted above the root. (f) A level-1 network for the
set of clusters in C �� (together with all trivial clusters). This network is obtained
from (e) by adding a reticulate node connecting the two bold edges in (e), with a
pendant leaf labeled by the composite taxon {b, f }. (g) A level-1 network for the
set of clusters in C �. This network is obtained from (f) by replacing the composite
leaf {b, f } by the rooted phylogenetic tree that represents {b, f }. (h) A level-2
network for the set C . This network is obtained from (g) by adding a reticulate
node below the two bold edges in (g), with a pendant leaf labeled by taxon c. The
auxiliary edge below the root has been removed.

that such an edge contributes toward a resolution of an otherwise multicombining node
in a way that is not explicitly supported by the input data (see Figure 8.9).

The role of the auxiliary edge inserted below the root node of the tree T in line 5 of
the algorithm is to allow the case that a particular taxon x is completely avoided in the
network as required in the representation of certain clusters. (A similar construction is
also used in the computation of a galled tree and of a galled network, as discussed above.)

The role of the auxiliary taxa created in line 8 and considered in line 9 of the algorithm
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RPN from trees - option 1

decompose the trees in clusters

apply the cluster methods to (a part of) the clusters

dcb

(a) Tree T
1

(b) Tree T
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(c) The clusters (dcc) Network N
aa dbc

{a,b}
{c,d}
{a,c}
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RPN from trees - option 1

decompose the trees in clusters

apply the cluster methods to (a part of) the clusters

6.9. Minimum rooted phylogenetic networks 133

cqpabo cpbaqo cqpabo cb a qpo

e

(a) Tree T1 (b) Tree T2 (c) Tree T3 (d) Network N

Figure 6.15 All clusters represented in the three rooted phylogenetic trees T1–T3
shown in (a)–(c) are all represented in the rooted phylogenetic network N shown
in (d) in the softwired sense. However, N does not contain all three trees, as T3 is
missing.

rooted phylogenetic network N such that N contains all the clusters present in the three
trees, but not all three trees. (Example due to Magnus Bordewich.) �

How many clusters does a rooted phylogenetic network represent? A hardwired net-
work represents one cluster per tree edge. The number of softwired clusters represented
by a rooted phylogenetic network N is exponential in the number of reticulations con-
tained in N , in the worst case. In slightly more detail, the number is bounded from above
by

�

e a tree edge
2sp(e),

where sp(e) is the number of reticulations that span e, that is, the number of reticulate
nodes that lie below e but can also be reached from the root of N by an alternative path
that does not contain e. In other words, this is the number of reticulate nodes for which
the target node of e is an ancestor, but not a stable ancestor.

For example, the tree edge label e in Figure 6.15 is spanned by both reticulations of
the network N and so we have 2sp(e) = 22 = 4. This value is indeed attained, as the edge e
represents the four softwired clusters {a,b}, {a,b, p}, {a,b, q} and {a,b, p, q}. Two of these
clusters, the first and third, are also represented by another edge in the network.

Definition 6.8.5 (Representation of clusters) Assume that we are given a set of clusters C

and a rooted phylogenetic network N , on X . We say that N represents C in the hardwired
sense, or softwired sense, if C �Chard(N ), or C �Csoft (N ), respectively.

6.9 Minimum rooted phylogenetic networks

Let C be a set of clusters on X and let N be some rooted phylogenetic network that repre-
sents C in the softwired sense. In a biological interpretation of N , the reticulate nodes will
ideally correspond to reticulate evolutionary events such as speciation by hybridization,
horizontal gene transfer, or recombination of closely related sequences, depending on the
context. If we assume that such evolutionary events occur only rarely, then this justifies
that we require that a rooted phylogenetic network N representing C should contain as
few reticulations as possible. More formally, we pose the following computational prob-
lem:
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When a phyl. network N embeds a tree T?

if T can be obtained from N by performing a series of node deletions,
edge deletions and node suppressions

a b c d

x

N

dx cba

T

d

x

cba
X X d
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x x x
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Motivation
Tree-Embedding

Given:
A set of (binary) trees (with same taxa set) and di↵erent
topology.

Question:
What is the most probable evolutionary history?
Assumptions: Di↵erence is caused by hybridizations, parsimony

Answer:
Network embedding the trees with a minimal number of
hybridization nodes.
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Problem
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Hybridization network (left) highlighting the embedding of the
phylogenetic tree based on gene rbcL (right).
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Hybridization network (left) highlighting the embedding of the
phylogenetic tree based on gene waxy (right).
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Agreement Forests

An agreement forest for two rooted bifurcating phylogenetic trees
T1 and T2 on X [ ⇢ is a set of components F = {F⇢,F1, . . . ,Fn}
on X [ ⇢ such that...

1 ... the taxon ⇢ is contained in F⇢.

2 ... each component F
i

is a restricted subtree of T1 and T2.

3 ... the trees in {T1(Xi

|i = ⇢, 1, . . . , n)} and
{T2(Xi

|i = ⇢, 1, . . . , n)} are node disjoint subtrees of T1 and
T2, respectively.
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Agreement forests



Agreement Forests
Acyclic Agreement Forest

A maximal acyclic agreement forest, denoted by MAAF, is
any acyclic agreement forest of minimal size.
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Acyclic agreement forests
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Using MAAFs to construct hybridization networks
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Using MAAFs to construct hybridization networks

Compute acyclic ordering.
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Software

1 HybridNet : http://www.cs.cityu.edu.hk/~lwang/
software/Hn/treeComp.html

2 UltraNet: http://rnc.r.dendai.ac.jp/ultraNet.html

3 HybridInterleave: http:
//www.math.canterbury.ac.nz/~c.semple/software.shtml

4 NonbinaryCycleKiller: the two trees are not necessarily binary
http://homepages.cwi.nl/~iersel/cyclekiller/

5 Dendroscope: the two trees are not necessarily binary and not
necessarily on the same taxon set.

6 Hybroscale: multiply trees, not necessarily binary and not
necessarily on the same taxon set
www.bio.ifi.lmu.de/softwareservices/hybroscale

7 ...

http://www.cs.cityu.edu.hk/~lwang/software/Hn/treeComp.html
http://www.cs.cityu.edu.hk/~lwang/software/Hn/treeComp.html
http://rnc.r.dendai.ac.jp/ultraNet.html
http://www.math.canterbury.ac.nz/~c.semple/software.shtml
http://www.math.canterbury.ac.nz/~c.semple/software.shtml
http://homepages.cwi.nl/~iersel/cyclekiller/
www.bio.ifi.lmu.de/softwareservices/hybroscale
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Triplets

A rooted triple is given by a bifurcating, rooted
phylogenetic tree on a set of three taxa x,y,z.270 Chapter 12. Phylogenetic Networks from Triples or Quartets

a fedcb

ab
c

ab
d

ab
e

ab
f

cd
a

cd
b

cd
e

cd
f

e f
a

e f
b

e f
c

e f
d

a — b c — d e — f

(a) Tree T (b) Rooted triples in T (c) Aho graph

Figure 12.2 (a) A rooted phylogenetic tree T on X = {a,b,c,d ,e, f }. (b) The set R
of all 12 rooted triples contained in T . (c) The Aho graph AG(R) for R.

Definition 12.1.1 (Rooted triple encoding) Let T be a rooted phylogenetic tree on X . The
set R(T ) of all rooted triples contained in T is called the rooted triple encoding of T .

Given a rooted phylogenetic tree T on X , one can easily produce the set R(T ) of rooted
triples contained in T in a single traversal of the tree: At each node v record all rooted
triples y z

x such that x does not label a descendant of v , whereas y and z label descendants
of two different children of v .

Now, assume that we are given a set of rooted triples R on X . How to determine
whether R is the rooted triple encoding of some unknown rooted phylogenetic tree T on
X ? Moreover, if such a tree exists, how do we compute it? To address these two questions,
we introduce the following:

Definition 12.1.2 (Aho graph) Let R be a set of rooted triples on X . The Aho graph
AG(R) = (V ,E) associated with R has node set V =X and any two nodes y and z are con-
nected by an edge in E if and only if there exists a third taxon x such that the rooted triple
y z
x is present in R.

See Figure 12.2(c) for an example of the Aho graph.
The “Aho algorithm” [3] below builds a tree top-down from the root to the leaves, in

terms of clusters first identifying the largest clusters, then those contained in them, and
so on. The algorithm is guided by the Aho graph, operating on smaller and smaller set of
induced rooted triples.

Let R be a set of rooted triples on X and let X � be a subset of X . The set R|X � of rooted
triples induced by X � consists of all rooted triples y z

x � R for which all three taxa x, y, z are
contained in X �.

Algorithm 12.1.3 (Aho algorithm) Given a set of rooted triples R on X , the aim is to con-
struct a rooted phylogenetic tree T on X that contains R, if one exists.
If X contains only one element, say x, then return the tree consisting of a single node la-
beled x.
If X contains two elements, say x and y, then return the tree consisting of two leaves la-
beled x and y, respectively.
Otherwise, compute the Aho graph AG(R).
If AG(R) has only one connected component, then the algorithm reports fail.
Else, for each node set U of a connected component of AG(R), determine the set of induced
rooted triples R|U and recursively compute the rooted phylogenetic subtree T (R|U ).
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Triplets

A rooted triple yz |x is said to be contained in a rooted phylogenetic
network N , if there exist two nodes u and v in N such that:

1 There exists a directed path from u to the node labeled x .

2 There exists a directed path from u to v .

3 There exists a directed path from v to the node labeled y .

4 There exists a directed path from v to the node labeled z .

5 All four paths are node-disjoint (except at their end-points).

272 Chapter 12. Phylogenetic Networks from Triples or Quartets

c dba

cd
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cd

b

ab

c

ab

d

ac

d

bc

d

c dba

u

v

(a) Network N (b) Rooted triples R (c) ab

c

Figure 12.3 (a) A rooted phylogenetic network N . (b) The set R of rooted triples
contained in N . (c) To show that the rooted triple ab

c

is indeed contained in N ,
here we indicate two nodes u and v that are connected to each other and to the
leaves labeled a,b,c by four disjoint paths (highlighted in bold), as required by
Def nition 12.2.1.

a

d

c

b

a

d

c

b

a

d

c

b

a

d

c

b

Network N

bc

a

ac

b

ab

c

Figure 12.4 (a) A phylogenetic network N containing all possible rooted triples
on X ={a,b,c,d}. For example, all three possible rooted triples on a,b,c are
highlighted in (b), (c) and (d). This construction is easily generalized to a taxon
set of arbitrary size by adding more taxa below d .

To obtain a more useful network, we restrict our attention to phylogenetic networks
of limited complexity. More precisely, we consider level-k networks for some small value
of k. Recall from Def nition 6.11.5 that a bicombining, rooted phylogenetic network has
level k, if the number of reticulations in any biconnected component of the network is at
most k.

In the previous section we saw that we can use the Aho algorithm to eff ciently decide
whether a rooted phylogenetic tree exists that contains a given set of rooted triples R on
X . Unfortunately, for k ∏1 the problem to decide whether there exists a level-k network
N that contains R is NP-hard, in general [135].

To obtain a tractable problem, consider the following def nition. A set of rooted triples
R on X is called dense, if for every set of three taxa {x, y, z} the set R contains at least one
of the three possible rooted triples, y z

x

, xz

y

, or x y

z

.
If a dense set of rooted triples R contains more than one of the three possibilities for

some set of three taxa, then we can be sure that R is not contained in some tree. However,
the converse does not hold. Even if R contains at most one rooted triple for every choice of
three taxa inX , it may still be the case that R is not contained in any rooted phylogenetic
tree.

Exercise 12.2.2 (Non-treelike dense triples) Design a dense set of rooted triples R on four

a

v

u

u

u

v

v
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Software for networks from triplets

https://leovaniersel.wordpress.com/software/

https://leovaniersel.wordpress.com/software/
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Software for networks from binets and trinets

TriLoNet
https://www.uea.ac.uk/computing/TriLoNet

addition, when applying triplet-based approaches to se-
quence alignments, it is first necessary to compute triplets.
This is typically done by computing phylogenetic trees on
separate regions of a sequence alignment, breaking these trees
up into triplets and then combining them to make a collec-
tion of triplets (Huber et al. 2011). Although not necessary, in
practice this canmean that breakpoints also need to be com-
puted, which can be challenging (Lemey et al. 2009).

Here, we introduce a new algorithm called TriLoNet (Trinet
Level- one Network algorithm) to build level-1 networks. The
method works by piecing together three-leaved, level-1 net-
works or “trinets” (see e.g., fig. 1(ii)). In particular, TriLoNet
can be thought of as a supernetworkmethod for constructing
rooted networks from smaller rooted networks (cf. e.g.,
[Huson et al. 2004; Grunewald et al. 2013] for examples of
supernetwork approaches for unrooted networks). In con-
trast to triplets, the trinets displayed by a level-1 network
do determine the network (Huber and Moulton 2012).
Essentially, the problem illustrated by the two networks in
figure 1(iii) does not arise as there is only one possible trinet
on each subset of three taxa displayed by a network, a fact
that we exploit to show that TriLoNet is consistent. In addi-
tion, we develop a method to compute trinets from a se-
quence alignment without the need to compute breakpoints,
thus eliminating the need to preprocess alignments. This pro-
vides a way to infer networks directly from sequences, which
is an important goal in the theory of phylogenetic networks
(Yu et al. 2014, p. 16453).

TriLoNet uses a bottom up approach that is similar in style
to the Neighbor-Joining algorithm (Saitou and Nei 1987).
Essentially, as with Neighbor-Joining which selects a cherry
at each stage, TriLoNet identifies either a (possibly reticulated)
cherry or a cactus that hangs off the bottom of a level-1
network as illustrated by the dotted ellipses C, R, and K in
figure 1(i). It then replaces the selected cherry or cactus with a
single leaf, recomputes the trinet set, and continues to itera-
tively look for cherries and cactuses until a level-1 network is
constructed. This yields a polynomial time algorithm whose
full description is presented in the Materials and Methods

section, and whose consistency is proven in the supplemen
tary material, Supplementary Material online. Note that al-
ternative algorithms have been presented for deciding
whether or not a collection of trinets fits perfectly on a
level-1 network (e.g., Huber and Moulton 2012; Huber et al.
2015) but, unlike TriLoNet, they are unable to construct a
network for more general collections of trinets that do not fit
perfectly on any level-1 network.

Results and Discussion
We refer to the Materials and Methods section for the ter-
minology used in this section.

Comparison Study
We begin by analysing the effect of introducing noise into a
set of trinets that is consistent with a level-1 network for both
TriLoNet and Lev1athan. The idea of this approach is to see
how the two methods perform as the data becomes less and
less like that for a given level-1 network. To do this, we used
an experimental scheme adapted from Huber et al. (2011).
Central to this scheme is a parameter ! which gives the per-
centage of noise to be introduced. In particular, for each !
equal to 0, 1, 2, 5, 10, 15, 20, 25, 30, using the network gen-
erator in Huber et al. (2011), we obtain a collection M of
random level-1 networks that contains 100 networks with
leaf sizes in the range 1þ ð10# jÞ to 10# ðjþ 1Þ for each
2 % j % 9. Then, for every network M in M, we con-
structed the trinet collection T !ðMÞ by randomly replacing
!% trinets in T ðMÞ, the collection of all trinets displayed by
M, with ones of different type chosen uniformly at random.
To construct a triplet collection with a noise level comparable
to that of the trinet collection, we also consider the collection
Tr!ðMÞ of all triplets that are exhibited by some trinet in
T !ðMÞ. The collections T !ðMÞ and Tr!ðMÞ are then used
as inputs for TriLoNet and Lev1athan, respectively.

To measure the similarity between the input network M
and output network N, we compute the triplet consistency
score

C0ðN;MÞ ¼ jTrðNÞ \ TrðMÞj
jTrðMÞj

as defined in Huber et al. (2011) and a trinet consistency score
C(N, M) using the same formula with TrðNÞ and TrðMÞ
replaced by T ðNÞ and T ðMÞ, respectively. Here, TrðNÞ and
TrðMÞ denote the collection of all triplets exhibited by N and
M, respectively. Note that both scores take on values in ½0; 1(.
Moreover, CðN;MÞ ¼ 1 implies that N is equal toM (Huber
and Moulton 2012), although this does not necessarily hold
for the C0-score (cf. Huber et al. 2011, p. 643).

The average C- and C0-scores that we obtained over all
inputs are summarized in figure 2. Note that when !¼ 0
(i.e., there is no noise), the average C-score for TriLoNet is 1,
as expected, and 0.999 for Lev1athan. So, for a very small
portion of networks in M Lev1athan outputs a slightly dif-
ferent network, possibly due to the small cycle problemmen-
tioned above. For the C0-score, Lev1athan performs very well
and has an average score close to one, although this does not
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FIG. 1. (i) A level-1 phylogenetic network N, with a cherry C, a retic-
ulated cherry R and a cactus K indicated by the dotted ellipses. The
bold arc is a cut arc since its removal disconnects the network. (ii)
Three of the trinets displayed by N. (iii) Two level-1 networks that
display different trinets but exhibit the same set of triplets; the bold
arcs indicate how the triplet xyjz is exhibited.
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Recombination networks

9.8. Recombination networks 211
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(a) Alignment M (b) Recombination network N

Figure 9.15 (a) A multiple alignment of binary sequences of length five on
X = {a, . . . ,e}. (b) A recombination network N for M . For each node v we show
the sequence �(v) and for each edge e we show the set of positions �(e). In this
example, that set is either empty (unlabeled edges) or contains only one position
(from 1 to 5).

Exercise 9.8.2 (Verify recombination network) Verify that the network N shown in Fig-
ure 9.15 is a valid recombination network for the given alignment M. Does it fulfill the
infinite sites assumption? Can the sequence at node r be obtained by a single-crossover
recombination from the parental sequences?

Evolution in the presence of recombination events is usually studied in population
genetics, rather than phylogeny, focusing on the statistical analysis of the inheritance and
prevalence of genes in populations. Under the “coalescent-with-recombination” model,
a description of the history of n sampled sequences going backward in time gives rise to
a graph that is called an ancestral recombination graph (ARG) [89, 108].

9.8.1 The local-tree parsimony approach

Let M be a multiple alignment of binary sequences of length L and let N be a correspond-
ing recombination network, on X . Consider a position i in the alignment. For any partic-
ular reticulate node r in N the character state at position i of the sequence �(r ) is copied
from exactly one of the two parents of r . In consequence, each individual character in M
evolves along some rooted phylogenetic tree embedded in N . In the recombination net-
work shown in Figure 9.15, the first two characters evolve along the tree in which the leaf
labeled c is a child of the node labeled 11000, whereas the last three characters evolve
along the tree in which the leaf labeled c is a child of the node labeled 00100.

So, in consequence, the evolutionary history of any sufficiently short segment of se-
quence is a rooted phylogenetic tree. This insight leads to the following approach:

(i) Determine a suitable rooted phylogenetic tree Ti for each position i in the align-
ment M . We will refer to any such tree Ti as a local tree.

(ii) Combine all the trees into a suitable rooted phylogenetic network N .
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Figure 9.15 (a) A multiple alignment of binary sequences of length five on
X = {a, . . . ,e}. (b) A recombination network N for M . For each node v we show
the sequence �(v) and for each edge e we show the set of positions �(e). In this
example, that set is either empty (unlabeled edges) or contains only one position
(from 1 to 5).

Exercise 9.8.2 (Verify recombination network) Verify that the network N shown in Fig-
ure 9.15 is a valid recombination network for the given alignment M. Does it fulfill the
infinite sites assumption? Can the sequence at node r be obtained by a single-crossover
recombination from the parental sequences?

Evolution in the presence of recombination events is usually studied in population
genetics, rather than phylogeny, focusing on the statistical analysis of the inheritance and
prevalence of genes in populations. Under the “coalescent-with-recombination” model,
a description of the history of n sampled sequences going backward in time gives rise to
a graph that is called an ancestral recombination graph (ARG) [89, 108].

9.8.1 The local-tree parsimony approach

Let M be a multiple alignment of binary sequences of length L and let N be a correspond-
ing recombination network, on X . Consider a position i in the alignment. For any partic-
ular reticulate node r in N the character state at position i of the sequence �(r ) is copied
from exactly one of the two parents of r . In consequence, each individual character in M
evolves along some rooted phylogenetic tree embedded in N . In the recombination net-
work shown in Figure 9.15, the first two characters evolve along the tree in which the leaf
labeled c is a child of the node labeled 11000, whereas the last three characters evolve
along the tree in which the leaf labeled c is a child of the node labeled 00100.

So, in consequence, the evolutionary history of any sufficiently short segment of se-
quence is a rooted phylogenetic tree. This insight leads to the following approach:

(i) Determine a suitable rooted phylogenetic tree Ti for each position i in the align-
ment M . We will refer to any such tree Ti as a local tree.

(ii) Combine all the trees into a suitable rooted phylogenetic network N .

Definition (Recombination network)

Let M be a multiple alignment of binary sequences of length L, on X . A
recombination network N representing M is given by a bicombining rooted
phylogenetic network on X , together with two additional labellings:

1 Each node v of N is labeled by a binary sequence �(v) of length L.

2 Each tree edge e is labeled by a set of positions �(e) ✓ {1, . . . , L}.
These two labellings must fulfill the following compatibility conditions:

A The sequence �(v) assigned to any leaf v must equal the sequence in
M that is given for the taxon associated with v .

B If r is a reticulate node (often called a recombination node in this
context) with parents v and w , then the sequence �(r) must be
obtainable from the two sequences �(v) and �(w) by a crossover.

C If e = (v,w) is a tree edge, then the set of positions at which the two
sequences �(v) and �(w) di↵er must equal �(e).

For computational reasons, the following condition is usually also required

D Any given position may mutate at most once in the network. In other

words, for any given position i there exists at most one edge e with

i 2 �(e).

This condition is usually referred to as the infinite sites assumption because for
sequences of infinite length it holds that the probability of the same site being
hit by a mutation more than once is zero, under a uniform distribution.
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Recombination networks
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Figure 9.15 (a) A multiple alignment of binary sequences of length five on
X = {a, . . . ,e}. (b) A recombination network N for M . For each node v we show
the sequence �(v) and for each edge e we show the set of positions �(e). In this
example, that set is either empty (unlabeled edges) or contains only one position
(from 1 to 5).

Exercise 9.8.2 (Verify recombination network) Verify that the network N shown in Fig-
ure 9.15 is a valid recombination network for the given alignment M. Does it fulfill the
infinite sites assumption? Can the sequence at node r be obtained by a single-crossover
recombination from the parental sequences?

Evolution in the presence of recombination events is usually studied in population
genetics, rather than phylogeny, focusing on the statistical analysis of the inheritance and
prevalence of genes in populations. Under the “coalescent-with-recombination” model,
a description of the history of n sampled sequences going backward in time gives rise to
a graph that is called an ancestral recombination graph (ARG) [89, 108].

9.8.1 The local-tree parsimony approach

Let M be a multiple alignment of binary sequences of length L and let N be a correspond-
ing recombination network, on X . Consider a position i in the alignment. For any partic-
ular reticulate node r in N the character state at position i of the sequence �(r ) is copied
from exactly one of the two parents of r . In consequence, each individual character in M
evolves along some rooted phylogenetic tree embedded in N . In the recombination net-
work shown in Figure 9.15, the first two characters evolve along the tree in which the leaf
labeled c is a child of the node labeled 11000, whereas the last three characters evolve
along the tree in which the leaf labeled c is a child of the node labeled 00100.

So, in consequence, the evolutionary history of any sufficiently short segment of se-
quence is a rooted phylogenetic tree. This insight leads to the following approach:

(i) Determine a suitable rooted phylogenetic tree Ti for each position i in the align-
ment M . We will refer to any such tree Ti as a local tree.

(ii) Combine all the trees into a suitable rooted phylogenetic network N .
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Figure 9.15 (a) A multiple alignment of binary sequences of length five on
X = {a, . . . ,e}. (b) A recombination network N for M . For each node v we show
the sequence �(v) and for each edge e we show the set of positions �(e). In this
example, that set is either empty (unlabeled edges) or contains only one position
(from 1 to 5).

Exercise 9.8.2 (Verify recombination network) Verify that the network N shown in Fig-
ure 9.15 is a valid recombination network for the given alignment M. Does it fulfill the
infinite sites assumption? Can the sequence at node r be obtained by a single-crossover
recombination from the parental sequences?

Evolution in the presence of recombination events is usually studied in population
genetics, rather than phylogeny, focusing on the statistical analysis of the inheritance and
prevalence of genes in populations. Under the “coalescent-with-recombination” model,
a description of the history of n sampled sequences going backward in time gives rise to
a graph that is called an ancestral recombination graph (ARG) [89, 108].

9.8.1 The local-tree parsimony approach

Let M be a multiple alignment of binary sequences of length L and let N be a correspond-
ing recombination network, on X . Consider a position i in the alignment. For any partic-
ular reticulate node r in N the character state at position i of the sequence �(r ) is copied
from exactly one of the two parents of r . In consequence, each individual character in M
evolves along some rooted phylogenetic tree embedded in N . In the recombination net-
work shown in Figure 9.15, the first two characters evolve along the tree in which the leaf
labeled c is a child of the node labeled 11000, whereas the last three characters evolve
along the tree in which the leaf labeled c is a child of the node labeled 00100.

So, in consequence, the evolutionary history of any sufficiently short segment of se-
quence is a rooted phylogenetic tree. This insight leads to the following approach:

(i) Determine a suitable rooted phylogenetic tree Ti for each position i in the align-
ment M . We will refer to any such tree Ti as a local tree.

(ii) Combine all the trees into a suitable rooted phylogenetic network N .

Definition (Recombination network)

Let M be a multiple alignment of binary sequences of length L, on X . A
recombination network N representing M is given by a bicombining rooted
phylogenetic network on X , together with two additional labellings:

1 Each node v of N is labeled by a binary sequence �(v) of length L.

2 Each tree edge e is labeled by a set of positions �(e) ✓ {1, . . . , L}.
These two labellings must fulfill the following compatibility conditions:

A The sequence �(v) assigned to any leaf v must equal the sequence in
M that is given for the taxon associated with v .

B If r is a reticulate node (often called a recombination node in this
context) with parents v and w , then the sequence �(r) must be
obtainable from the two sequences �(v) and �(w) by a crossover.

C If e = (v,w) is a tree edge, then the set of positions at which the two
sequences �(v) and �(w) di↵er must equal �(e).

For computational reasons, the following condition is usually also required

D Any given position may mutate at most once in the network. In other

words, for any given position i there exists at most one edge e with

i 2 �(e).

This condition is usually referred to as the infinite sites assumption because for
sequences of infinite length it holds that the probability of the same site being
hit by a mutation more than once is zero, under a uniform distribution.
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Figure 9.15 (a) A multiple alignment of binary sequences of length five on
X = {a, . . . ,e}. (b) A recombination network N for M . For each node v we show
the sequence �(v) and for each edge e we show the set of positions �(e). In this
example, that set is either empty (unlabeled edges) or contains only one position
(from 1 to 5).

Exercise 9.8.2 (Verify recombination network) Verify that the network N shown in Fig-
ure 9.15 is a valid recombination network for the given alignment M. Does it fulfill the
infinite sites assumption? Can the sequence at node r be obtained by a single-crossover
recombination from the parental sequences?

Evolution in the presence of recombination events is usually studied in population
genetics, rather than phylogeny, focusing on the statistical analysis of the inheritance and
prevalence of genes in populations. Under the “coalescent-with-recombination” model,
a description of the history of n sampled sequences going backward in time gives rise to
a graph that is called an ancestral recombination graph (ARG) [89, 108].

9.8.1 The local-tree parsimony approach

Let M be a multiple alignment of binary sequences of length L and let N be a correspond-
ing recombination network, on X . Consider a position i in the alignment. For any partic-
ular reticulate node r in N the character state at position i of the sequence �(r ) is copied
from exactly one of the two parents of r . In consequence, each individual character in M
evolves along some rooted phylogenetic tree embedded in N . In the recombination net-
work shown in Figure 9.15, the first two characters evolve along the tree in which the leaf
labeled c is a child of the node labeled 11000, whereas the last three characters evolve
along the tree in which the leaf labeled c is a child of the node labeled 00100.

So, in consequence, the evolutionary history of any sufficiently short segment of se-
quence is a rooted phylogenetic tree. This insight leads to the following approach:

(i) Determine a suitable rooted phylogenetic tree Ti for each position i in the align-
ment M . We will refer to any such tree Ti as a local tree.

(ii) Combine all the trees into a suitable rooted phylogenetic network N .
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Figure 9.15 (a) A multiple alignment of binary sequences of length five on
X = {a, . . . ,e}. (b) A recombination network N for M . For each node v we show
the sequence �(v) and for each edge e we show the set of positions �(e). In this
example, that set is either empty (unlabeled edges) or contains only one position
(from 1 to 5).

Exercise 9.8.2 (Verify recombination network) Verify that the network N shown in Fig-
ure 9.15 is a valid recombination network for the given alignment M. Does it fulfill the
infinite sites assumption? Can the sequence at node r be obtained by a single-crossover
recombination from the parental sequences?

Evolution in the presence of recombination events is usually studied in population
genetics, rather than phylogeny, focusing on the statistical analysis of the inheritance and
prevalence of genes in populations. Under the “coalescent-with-recombination” model,
a description of the history of n sampled sequences going backward in time gives rise to
a graph that is called an ancestral recombination graph (ARG) [89, 108].

9.8.1 The local-tree parsimony approach

Let M be a multiple alignment of binary sequences of length L and let N be a correspond-
ing recombination network, on X . Consider a position i in the alignment. For any partic-
ular reticulate node r in N the character state at position i of the sequence �(r ) is copied
from exactly one of the two parents of r . In consequence, each individual character in M
evolves along some rooted phylogenetic tree embedded in N . In the recombination net-
work shown in Figure 9.15, the first two characters evolve along the tree in which the leaf
labeled c is a child of the node labeled 11000, whereas the last three characters evolve
along the tree in which the leaf labeled c is a child of the node labeled 00100.

So, in consequence, the evolutionary history of any sufficiently short segment of se-
quence is a rooted phylogenetic tree. This insight leads to the following approach:

(i) Determine a suitable rooted phylogenetic tree Ti for each position i in the align-
ment M . We will refer to any such tree Ti as a local tree.

(ii) Combine all the trees into a suitable rooted phylogenetic network N .

Definition (Recombination network)

Let M be a multiple alignment of binary sequences of length L, on X . A
recombination network N representing M is given by a bicombining rooted
phylogenetic network on X , together with two additional labellings:

1 Each node v of N is labeled by a binary sequence �(v) of length L.

2 Each tree edge e is labeled by a set of positions �(e) ✓ {1, . . . , L}.
These two labellings must fulfill the following compatibility conditions:

A The sequence �(v) assigned to any leaf v must equal the sequence in
M that is given for the taxon associated with v .

B If r is a reticulate node (often called a recombination node in this
context) with parents v and w , then the sequence �(r) must be
obtainable from the two sequences �(v) and �(w) by a crossover.

C If e = (v,w) is a tree edge, then the set of positions at which the two
sequences �(v) and �(w) di↵er must equal �(e).

For computational reasons, the following condition is usually also required

D Any given position may mutate at most once in the network. In other

words, for any given position i there exists at most one edge e with

i 2 �(e).

This condition is usually referred to as the infinite sites assumption because for
sequences of infinite length it holds that the probability of the same site being
hit by a mutation more than once is zero, under a uniform distribution.
the approach has to solve two NP-hard problems

Bacter: http://tgvaughan.github.io/bacter/, a package of BEAST 2

ARGweaver: http://mdrasmus.github.io/argweaver/doc/

http://tgvaughan.github.io/bacter/
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