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● de novo assembly
● k-mers
● metagenomics
● viruses
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Today’s talk

● Part 1: For the last week, the Workshop on Genomics has given 
you access and made you use an infinitely powerful resource 
during the labs. Perhaps you didn't even notice it. Here I will reveal 
what it is and how you could harness its power as part of your own 
research.

● Part 2: The Story of Serratus: Petabase-scale alignment for viral 
discovery



Part 1: For the last week, the Workshop 
on Genomics has given you access & asked 
you use an infinitely valuable resource and 
perhaps you did not even notice it. Here I 
will reveal what it is and how to harness its 
power.



I know what you’re thinking (because I’ve been there)



1st year PhD: “Is my project any good?”

2nd year PhD: “What am I even doing?”

3rd year PhD: “I’d do anything to not write
  this thesis”

Postdoc: 
> No time to learn new things



What if I told you This past week you have been 
using

● infinite  computation

&

● infinitely  fast access to data

*

*

* but, limited by Guy & & 



What if I told you And with it, one could 
perform wonderful, 
ground-breaking 
genomics analyses



Part 1: (Really) Large-scale Genomics



Part 1.1: 
Some examples



Sonya’s talk

● MMETSP (Marine Microbial Eukaryote Transcriptome Sequencing Project)
● 650 transcriptomes

   

“[..] Transcriptome assembly was carried 

out using NCGR’s BPA1.0 (Batch Parallel 

Assembly v. 1.0) and BPA2.0 pipelines, as 

the methods were refined during the 2 

year effort [..]”

Source: https://journals.plos.org/plosbiology/article/file?type=supplementary&id=10.1371/journal.pbio.1001889.s001



Tara Oceans’ analyses

● > 35,000 samples, sampled from 2009 to 2013

2015:
“We analyzed 7.2 terabases of metagenomic 
data from 243 Tara Oceans samples“



Tara Oceans’ analyses

2018:
“441 size-fractionated plankton 
communities [..], resulting in 16.5 terabases 
of raw data“



Tara Oceans’ analyses

2022:
“28 terabases [..] from 771 
metatranscriptomes [..]“



Tara Oceans’ analyses

● Fantastic science
● Bottleneck is sequencing data analysis?
● They need a bigger instance



It’s not just the oceans

● 100 tomato genomes, 238,490 
structural variants

● “the most comprehensive panSV 
genome for a major crop”

● KLUH story



Humans, too

● 585 million SNPs
(7.0% of all possible human 
SNPs)

● 58 million indels, 900k SVs, 
microsatellites

● associations for rare variants 
with large effects



Guy doesn’t have a GPU

● Nanopore basecalling takes 2 weeks

These computation problems aren’t

limited to big projects. They apply even if

your lab is “small”.



Any other examples from the audience?



Part 1.2: 
Can you really 
analyze 
everything?



Units



30

1 terabyte

Tara Oceans DNA and 
RNA: 60 terabytes

30 
petabytes

https://academic.oup.com/nar/article/48/10/5217/5825624

To Petabytes and beyond

HiSeq 2500
rapid run:
300 gigabases

https://www.illumina.com/documents/products/datasheets/datasheet_hiseq2500.pdf

https://swifter.embl.de/publication/pdf/32398798.pdf

All
public
DNA 
sequencing
data



Parallelism

Rationale: one computer is never enough



Parallelism: use many “computers” to execute one task

Input

Output



Parallelism: they don’t need to be identical computers

Input

Output



Parallelism: they don’t even need to be “computers”

Input

Output



Parallelism: they don’t even need to be “computers”

Input

Output



Parallelism: CPU = many little computers in parallel

Input

Output



CPU (simplified)

Input

Output



The limits of computing

So, can we speed up indefinitely by stacking computers (or CPUs)?



Amdahl’s law



Connect the dots from left to right

Read a small file from disk •

Access data in memory •

Open a web page from Australia •

Align 1 million reads •

● 100 nanoseconds

● 100 microseconds

● 200 milliseconds

● 10 seconds



Connect the dots from left to right

Read a small file from disk •

Access data in memory •

Open a web page from Australia •

Align 1 million reads •

● 100 nanoseconds

● 100 microseconds

● 200 milliseconds

● 10 seconds



Amdahl’s law
=
small 
bottlenecks 
add up to big 
bottlenecks



Programming languages: an aside



What is the biggest “computer” one can get today?



Part 1.3: The cloud



What is the cloud

A collection of computers 
owned by a single organization 
and accessible from the 
Internet OVHcloud, Roubaix, France



What is not the cloud

Which of these terms really 
apply to the cloud?



What is not the cloud

“Desktop”,”Mobile”,”Laptop” 
 are just ways to access the cloud

“Server”
 is what the cloud is made of

“Network” 
 is what connects servers

“Database” 
 is a possible application

“Other” 
 ;)



What is nearly the cloud
● (This dog)

● Your university cluster

● Your 2-week access to the Workshop on 
Genomics 2022’s resources

● 7 Raspberry Pi’s stacked together 



Some terms

EC2:  Amazon’s cloud

Instance:  Amazon’s jargon for “a computer that is running and that you 
can connect to”

AMI:  Amazon’s jargon for something I honestly never remember except vaguely: 
a ‘snapshot’ of an operating system with pre-installed software on it

S3:  Amazon’s big cloud hard drive



“Storing information 
in the cloud”?

It just means the data is 
somewhere on a computer 
on  Internet

“Cloud”, for us 
bioinformaticians, is really 
about doing some long task



Instance 
types

Full list: 
https://instances.vantage.sh/



Costs (2022)

$0.15/hour for “your laptop” (8 GB ram, 4 CPUs) on the cloud

$2.5/hour for a beefy cluster node (128 GB ram, 64 CPUs)

~$200 for 1 week analysis, no shutdown, 32 cores, 64 GB RAM



What it looks like



What if you’re not swimming in Amazon credits?

Alternatives:

● GPU
● FPGA (Dragen, etc)
● Your local cluster (see next slide)
● Your national cluster (see next slide)
● Quantum Computing?
● DNA computing?
● (any other idea?)



University/Country computers

(Use them!)

Typically:

1) “Pre”-get an account, even if you have nothing to compute, just to get familiar

2) Experiment with sbatch/srun

3) Sometimes need to fill a project application for large jobs (short/worth it)

cluster



Accessible workflows Terra.bio

With some more effort:



Rent a 192 cores 
instance for a day, & use 
GNU parallel

✨Rayan’s “big compute” cheat sheet✨

Less than a few days on 
a regular cluster node?

Don’t bother and just run on a 
regular cluster node or a small 
AWS instance

yes

Subsample 1/100th of data, run, extrapolate time

Can the task be 
manually cut into many 
smaller jobs?

no

Lots of time or 
memory needed 
for each small 
job?

AWS Batch, & 
prepare to suffer

yes

no
Find the biggest & most 
suitable machine (your) 
money can buy, good luck

no

yes Can your cluster 
handle it?

yes

no
Great!



Part 1.4: 
Some large-scale
genomics analyses



Part 1.4.1: 
Some large-scale
genomics analyses



The “nr” database of BLAST

“The nucleotide collection consists of GenBank+EMBL+DDBJ+PDB+RefSeq 
sequences, but excludes EST, STS, GSS, WGS, TSA. [..] The database is 
non-redundant.”

125 GB compressed, ftp://ftp.ncbi.nlm.nih.gov/blast/db/FASTA/nr.gz 

The “refseq_genomes” database:

“This database contains NCBI Refseq genomes across all taxonomy 
groups.”

 1.5 TB [ref: STAT]

ftp://ftp.ncbi.nlm.nih.gov/blast/db/FASTA/nr.gz


Part 1.4.2: 
Some large-scale
genomics 
analyses:

Ultra-rapid 
Nanopore 
sequencing



From sequencing to diagnostic in < 6 hours



How?
cloud.



Part 1.4.3: 
Some large-scale
genomics 
analyses:

160,000 E. coli’s



Recall the de Bruijn graph



Now glance at an improved de Bruijn graph             
        (disclaimer: not technically an improvement, more like a powerful variant)



167,000 E. coli’s 
graph

~500k nodes



Exploring 167,000 E. colis



Graph comparative genomics

4.563-4.63Mbp on K12
Partial hit to
4.53-4.561Mbp on K12

4.54-4.58Mbp on K12

Split hit on K12 -> exchange?
4.53-4.57Mbp  (start -> 34kbp)
4.58-4.62Mbp (44kbp -> end)



Summary:

species-scale
graphical bacterial 
pangenomics



This all has been foretold..



big data

bigger data 



Is it coffee break time?



Part 1.5: 
“Spill the beans! 
Where is this 
magical bigger data 
you speak of?”



GenBank

Type: assemblies
Size: 1.2 TB (April 2022)
Diversity: high

Particularity: all sequences are annotated

https://0-www-ncbi-nlm-nih-gov.brum.beds.ac.uk/genbank/release/current/


NCBI
WGS

Type: assemblies
Size: 16 TB (April 2022)
Diversity: high

Difference with GenBank: sequences are not 
necessarily annotated

https://0-www-ncbi-nlm-nih-gov.brum.beds.ac.uk/genbank/release/current/


NCBI 
SRA



NCBI STAT

A taxonomic index of all sequencing data

"we have processed more than 27.9 Peta 
base pairs from runs"



What is STAT good for?

● Say you have a model organism
○ Search for all sequencing data containing that organism
○ Find host-associations
○ Find co-occurrences with other species

● Say you have a set of samples
○ Determine set of species in them
○ Find other similar samples

● etc..



Blackwell, .., Iqbal’s 661k bacterial genomes collection

Type: assemblies
Size: 2.5 TB
Diversity: medium
dBG? yes





Many others (often metagenomic)

MGNify: a database of assemblies of metagenome studies
from ENA searchable by metadata



Summary of Part 1

● Lots of genomics data
● Many great analyses could be made
● Cloud helps at the largest scale
● What the field needs: biologists who think big and 

know computing. You?
○ What large-scale project would you do?



What if I told you Recall: with infinite 
computation, one could 
perform wonderful, 
ground-breaking 
genomics

(Although in practice it never 
works the first time)
nor the second time and when it works the third time you’re not sure why



Credits

Some of the people who initiate these “small-group but large-scale” analyses: 

C. Titus Brown, Ben Langmead, Artem Babaian, Rob Finn, Adam 
Phillippy, Andre Kahles, Zamin Iqbal, Carl Kingsford, Rob Patro, Christina 
Boucher, Pierre Peterlongo, Olivier Jaillon, Dominique Lavenier, Antoine 
Limasset, Camille Marchet, Daniel Gautheret, Thérèse Commes, and 
many others I forget to mention
Additional credits: 

k-mer people

Slide help: Michel Attafeu, Sophie Shaw, Cami, Karin, M, Malfoy 



Any questions? 



Part 2: Petabase-scale viral discovery
Rayan Chikhi, on behalf of the Serratus team

We analysed all available RNA sequencing data
and discovered 10x more viruses species than 
previously known, including coronaviruses.

https://serratus.io/

https://serratus.io/


Viral surveillance in the age of pandemics

We’re here
(quite 
literally in 
Cesky)

Source: 
https://www.science.org/doi/1
0.1126/sciadv.abl4183

Would be nice to contain viruses 
there

https://www.science.org/doi/10.1126/sciadv.abl4183
https://www.science.org/doi/10.1126/sciadv.abl4183


SARS-CoV-2 circulate(s|d) among animals



Enter sequencing efforts

Tara Oceans, Salazar et al. (2019)Nextstrain

https://www.nature.com/articles/d41586-021-01069-w

https://www.nature.com/articles/d41586-021-01069-w




Growth of the Sequence Read Archive

30 petabases
( 30 million of gigabases)



30





Data crypt

All the raw reads sleep 
there, undisturbed



All RNA-seqs (2008-2020)
5 million samples, 10.2 Petabases 



Downloading all
RNA-seq samples:

Guesstimate:

● How many years would it take to download 10 petabases (i.e. 
10,000,000,000 MB) at 1 MB/sec? 

Hint: ~30,000,000 seconds in a year



years at 1 MB/s

Downloading all
RNA-seq samples:



Serratus: two analyses

1) Nucleotide alignment

all RNAseqs vs all RNA viral genomes

2) Protein (translated) alignment 

all RNAseqs vs a universal RNA virus gene



All RNA-seqs

55,715 CoV+ 
samples

Serratus download & 
align (bowtie2) to all 

virus reference 
genomes

Analysis 1:



Serratus architecture

- Aggressively cost-optimized

- Native access to SRA on S3

- Dynamic scaling up to  ~22,250s vCPU

- Open Source: GPLv3

SRA also available 
@ Google Cloud,
https://datascience.
nih.gov/strides

https://datascience.nih.gov/strides
https://datascience.nih.gov/strides


Serratus performance & costs



Geography of SRA samples



All RNA-seqs

aligned reads
(.bam files)

Serratus download & 
sensitive align 
(DIAMOND2)

to all known versions of 
RNA virus universal gene

Analysis 2:



Analysis 2, search input: 15,060 known RNA viruses RdRP gene

(Babaian & Edgar, 2021. bioRxiv)

● RNA Virus “Palmprint”

● Species threshold: 

90% amino-acid id



Analysis 2, assembly

Then we “micro-assembled” all RdRp-matching reads within each sample



Serratus can process in excess of
1 million NGS libraries / day

for a cost of
$0.005 / library



Type "petabase scale" on Google, or www.serratus.io



Discovering viral species by families, by homology to known ones 









Metagenome / metavirome assembly

SPAdes assembler

rnaSPAdes 

coronaSPAdes

Reconstruct all the genomes in 
a sample

Analysis 1:

Reconstruct CoV genome(s) in a 
sample

Usually:

Analysis 2:

Reconstruct RdRP genes(s) in a 
sample



How was all of this large-scale assembly done?



How was all of this large-scale assembly done?

 cloud scripting
 

* (artist’s rendition)



(Fig source: Amazon)

AWS Batch framework for large-scale assembly



(screenshot: P. Barbera)

Peak:
~28,000 vCPUs



But for Analysis 2..

With a single “bigger” instance (c6a.48xlarge, 192 cores)



What’s next?

● DNA viruses

● Lower homology detection with known RdRPs 
○ Replacing Bowtie 2 / Diamond by …?

● A global index of the SRA
○ nearly feasible with k-mers already
○ would only support exact search
○ with ML, could do low(er) homologies

105 viral species known, 108 left to discover



Summary:

● 132,260 novel RNA virus species
● 1 new group of CoV-like segmented virus
● hyper-compressed (300-500 nt) Zetaviruses

53 novel deltaviruses (cancer), 
252 huge phages, ..

All our data is accessible:
https://github.com/ababaian/serratus/wiki/Access-Data-Release

7 TB of alignments and assemblies

https://github.com/ababaian/serratus/wiki/Access-Data-Release


More details:

https://www.nature.com/article
s/s41586-021-04332-2

https://github.com/ababaian/serratus/

Chat with us on Slack:

https://join.slack.com/t/hackseq-rna/sh
ared_invite/zt-ewlzh9qf-SiNkxvvTJflcut

FN0h5jIQ

https://www.nature.com/articles/s41586-021-04332-2
https://www.nature.com/articles/s41586-021-04332-2
https://github.com/ababaian/serratus/
https://join.slack.com/t/hackseq-rna/shared_invite/zt-ewlzh9qf-SiNkxvvTJflcutFN0h5jIQ
https://join.slack.com/t/hackseq-rna/shared_invite/zt-ewlzh9qf-SiNkxvvTJflcutFN0h5jIQ
https://join.slack.com/t/hackseq-rna/shared_invite/zt-ewlzh9qf-SiNkxvvTJflcutFN0h5jIQ




We never met IRL










