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High expectations from last year (and the year before).
This won’t be the greatest big data talk, just a tribute of a tribute



Founding members of biological big data

Slides: Dan Gusfield





Big data is the natural flow of biology
1972: single gene sequenced

2000: 1 high-quality human genome

2013: many low-quality human genomes

2021: 10 petabases of reads analyzed

2022: 1 million humans VCFs

2022: 50 high-quality human genomes

2024–: ? Credit: @SynBio1

Data size

Is big data just a technical matter?!



Richard Durbin, RECOMB 2023 keynote“Informatics is to biology,
what mathematics is to physics”



“purity”

“usefulness”

Informatics?



Types of genomic data

● Raw sequencing data
○ Error-prone (~1-10% per base)
○ Abundant (petabytes)
○ Contains inter-cell diversity

● Reconstructed genomes
○ High quality (<0.001% per base)
○ Rare (gigabytes)
○ Collapses inter-cell diversity 

…



Big data in biology: NCBI GenBank & WGS

Type: genome assemblies of 
          >500,000 species
Size: 1.2 terabytes (TB) (2022)

All sequences are annotated

Type: genome assemblies
Size: 16 TB (2022)

Unannotated

https://0-www-ncbi-nlm-nih-gov.brum.beds.ac.uk/genbank/release/current/
https://0-www-ncbi-nlm-nih-gov.brum.beds.ac.uk/genbank/release/current/


Slide credit: Terence Murphy, NCBI

(Out of 8 million known species..)

10

How complete are those databases?



NCBI 
SRA

All public 
sequencing reads

Size: 50 Pbases
as of Dec 2023
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283 GB BLAST nt

2.5 Tb GenBank (2023)

24 Tb NCBI WGS (2023)

SRA50 Pb
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Public sequence datasets



Units



UK Biobank

Size: 25+ PB
source: 
https://twitter.com/uk_biobank/stat
us/1578023831578427393

Type: reads*
* but many use just 
the SNPs

GTEx

Size: 150 TB
from: 
https://www.genomeweb.com/informat
ics/anvil-platform-makes-popular-nhgri
-gtex-database-free-download

Type: reads*
* but many use just 
the expression data



50

10 PB

(Youtube: 300 PB)



● Projected 5 exabytes - 1 zettabyte 
of seq data in 2025

● Actual: 5 exabytes
based # sequencers in world
(total capacity: 45,000,000 human genomes per year)

https://docs.google.com/spreadsheets/d/1GMMfhyLK0-q8XkIo3YxlWaZA5vVMuhU1kg41g4xLkXc/htmlview

https://docs.google.com/spreadsheets/d/1GMMfhyLK0-q8XkIo3YxlWaZA5vVMuhU1kg41g4xLkXc/htmlview


State of Data Archives (2025):



For the last 2 weeks, the Workshop on 
Genomics has given you access, & asked 
you use, an infinitely valuable resource and 
perhaps you did not even notice it.



I know what you’re thinking (because I’ve been there)



1st year PhD: “Is my project any good?”

2nd year PhD: “What am I even doing?”

3rd year PhD: “I’d give anything to not write
  this thesis”

Postdoc: 
> No time to 
learn new things



This past week you have been using

● limitless computation

&

● super fast access to data

*

*

* but, limited by Guy & & 



What if I told you With big data and big 
computers, one could 
perform wonderful, 
ground-breaking 
genomics

… But how?



Part 2: Big Data Toolbox
Computation
● Big computers, Cluster, Cloud
● Storage management
● Galaxy
● Knowledge of scaling limits
● Knowledge of cloud costs
● Parallel execution
● AI

Data mining
● Pebblescout, branchwater
● ORA
● deCOM
● SRA metadata



Future genomics, today?

source
https://seekingalpha.com/article/4468119-advanced-micro-devices-amd-server-roadmap-not-strong-enough

‘big data’
= 

‘small computers’



University Cluster
Acquire knowledge about it:

● Queues: 
○ How many CPUs/RAM per job, what timelimit
○ Can your group access any ✨special queue✨

● Storage:
○ Your quota
○ Is “scratch” quota-free? Do files expire?

My scripts:

srun -q seqbio -p seqbio --mem 100G -c 10 --pty bash 

Quickly allocates a terminal on any machine

squeue -o "%.18i %.9P %.8j %.8u %.2t %.10M %.6D %R cores:%c mem:%m cmd:%o " | grep seqbio

See what machines are currently being used



Storage management

● How to never run out of storage space:
○ Have 2 folders:

■ ~/archive
■ ~/scratch

○ Rules:
■ Archive = backed up command lines and final results
■ Scratch = fast, may be deleted at any time
■ Keep the list of files for both, somewhere

○ Keep a dummy 100 GB file ready to be deleted?
● Data compression

○ BAM => CRAM => delete it
○ FASTQ  => gzip => delete it
○ VCF => BCF
○ GFF/GTF => don’t annotate



Galaxy Project

● If you do not have a cluster
● ..or the will to install tools..
● Galaxy offers free computation

on pre-installed workflows



Cloud
= A collection of computers 
owned by a single 
organization and accessible 
from the Internet



Part 2: Big Data Toolbox
Computation
● Big computers, Cluster, Cloud
● Storage management
● Galaxy
● Knowledge of scaling limits
● Knowledge of cloud costs
● Parallel execution
● AI

Data mining
● Pebblescout, branchwater
● ORA
● deCOM
● SRA metadata



Knowledge of scaling limits

In order of difficulty:

1. Estimate how long an analysis will take
2. Reasons why some analyses are slower than expected
3. How to reduce that time



Amdahl’s law:

Do 200 CPUs (or threads) always go 200x faster?

parallel work1 core

8 cores

non-parallel 
work



Except..

.. if you have an embarrassingly parallel problem.
i.e. composed of independent tasks

https://slideplayer.com/slide/12789171/



Examples of embarrassingly parallel problems

● Alignment of N different sequences to a reference genome
● Annotation of N different genomes
● Assembly of N different samples

Examples of problems NOT embarrassingly parallel :

● An entire bioinformatics pipeline (e.g. alignment->variant calling->annotation of variants)

● Assembly of a single sample
● Alignment of a single sequence



How to run things in parallel!

● Single machine, many threads 
● Many machines, by hand
● GNU parallel
● bash tricks
● SLURM (cluster tools)
● Cloud infrastructure 



GNU parallel

Allows to run the same task on multiple files, simultaneously.

To count number of lines across many FASTQ files:

find . -name *.fastq | parallel -j10 "wc -l {} > {}.nb_lines"

To run many jobs defined by CSV data:

cat data.csv | parallel --colsep ','  "./myprogram {1} {2}"

(these are examples of embarrassingly parallel tasks)



Bash parallel tricks

for file in $(ls *.fastq)

do

wc -l $file &

done

wait



Connect the dots from left to right

1) Access data from a SSD disk

2) Access data in memory

3) Access http://www.evomics.org in Australia

5) Align 1 million short reads

● 100 nanoseconds

● 100 microseconds

● 200 milliseconds

● 10 seconds
4) Human cell cycle

● 24 hours

http://www.evomics.org


Connect the dots from left to right

Access data from a SSD disk • 

Access data in memory •

Access http://www.evomics.org in Australia •

Human cell cycle •

● 100 nanoseconds

● 100 microseconds

● 200 milliseconds

● 10 seconds

● 24 hours
Align 1 million short reads •

http://www.evomics.org


Knowledge of scaling limits

In order of difficulty:

1. Estimate how long an analysis will take
○ Look at performance table in tool paper
○ Try on smaller data and extrapolate

2. Reasons why some analyses are slower than expected
○ Limited number of CPUs
○ Limited RAM
○ Slow disk (HDD < Cluster network drives < SSD < NVMe)

3. How to reduce that time
○ Most analyses go fast enough on a big cloud/cluster and the

right tools



Your workshop instance: t3a.large : 2 CPU cores, 8 GB memory
15 cents per hour, 3$/day

💕 c6a.48xlarge 💕 : 192 cores, 384 GB mem, 7$/hour

Knowledge of cloud costs

All costs: https://instances.vantage.sh/



EBS (instances hard drive): $0.08/GB/month

S3 (“Dropbox”): $0.023/GB/month

● If an instance is stopped: EBS costs occur
● If you create an instance snapshot: EBS costs occur too

How to avoid these costs? Terminate instances, delete snapshots,
don’t store too much on your S3

Knowledge of cloud storage costs



General scaling considerations

● Alignment
○ Highly parallel, low memory, scales well with number of CPUs

● Assembly
○ Moderately parallel, high memory, single big machine

● Annotation
○ Don’t! (jk), but moderately parallel. Single machine too

● Phylogenomics
○ Can be made parallel (RAxML, Iq-Tree)



AI in bioinformatics



Sutskever @ NeurIPS’24
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https://x.com/TillLindeman90/status/1867764342172921901

Responses:



Evo 7B foundation model “Trained on 2.7 million 
prokaryotic and phage 
genomes”
(from GTDB, IMG/VRv4, IMG/PR)

“Excluding eukaryotic 
viruses”

(Is that a lot?)

-> ~10 TB of genomic data
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“Non-biological” data for training models

~400 terabytes of 
uncompressed data

(updated every month, 
history is kept)

46
We’re making the “Common Crawl of biological data”



(Aside) AI and water use

“ChatGPT consumes half a litre of water for every 5-50 responses”

● How is the water used? Cooling systems

● Training vs inference

● Gpt3 vs Gpt4. Nowadays closer to 5ml per conversation

https://www.seangoedecke.com/water-impact-of-ai/

● “Water cost” of a hamburger: ~1000 litres
https://www.weforum.org/stories/2019/02/this-is-how-much-water-is-in-your-burger/ 
https://pmc.ncbi.nlm.nih.gov/articles/PMC7442390/

https://www.seangoedecke.com/water-impact-of-ai/
https://www.weforum.org/stories/2019/02/this-is-how-much-water-is-in-your-burger/
https://pmc.ncbi.nlm.nih.gov/articles/PMC7442390/


(Aside) AI and electricity use

● Training GPT-4: annual consumption of 6,500 homes

https://www.weforum.org/stories/2024/07/generative-ai-energy-emissions/

● Inference (queries):

○ Google query: 0.0003 kilowatt-hours

○ ChatGPT: 0.00289 kilowatt-hours (10x more)

https://www.contrary.com/foundations-and-frontiers/ai-inference

● New Nvidia chips 25x more energy efficient

https://www.newscientist.com/article/2422928-nvidias-blackwell-ai-superchip-s-the-most-powerful-yet/

https://www.weforum.org/stories/2024/07/generative-ai-energy-emissions/
https://www.contrary.com/foundations-and-frontiers/ai-inference
https://www.newscientist.com/article/2422928-nvidias-blackwell-ai-superchip-s-the-most-powerful-yet/


Part 2: Big Data Toolbox

Computation
● Big computers, Cloud, Cluster
● Storage management
● Galaxy
● Knowledge of scaling limits
● Knowledge of cloud costs
● GNU parallel
● AI

Data mining
● Pebblescout, branchwater, ORA
● deCOM
● SRA metadata



Exploring metagenomes: Pebblescout, Branchwater, ORA

● Cutting-edge sequence database search tools
● Think BLAST, but the database is no longer “nr”; it’s all metagenomes.
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● All metagenomes, all assemblies 
(WGS), all human RNAseq, RefSeq

● Search for any sequence > 42 nt
using k-mers (minimizers)



Pebblescout usage example

  Collaborator needs all SRA samples with Wolbachia, to find new hosts

 We did exactly this in our paper!

● (36 host species were known for Wolbachia)
○ Found by searching SRA metadata (2,545 runs)

● Pebblescout: searching for 3 genes (ftsZ, groE, wsp)
○ Found 16 more hosts (35 runs)
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Compared to Pebblescout:
● Only support long queries (> 10 kbp)
● More verbose output/visualizations



Ocean Read Archive

All TARA data,
Supports short queries,
Instant results

Lemane et al, 
2023 (BioRxiv)
2024 (Nat Comp Biol)



Reference-free tools for detecting variation in 
large sequencing data cohorts

1k+ samples

100M+ 
rows:
all sequence
positions
in a genome

Aschard Lab

Bourgeron Lab

Quintana-Murci Lab

From the G5:
T. Lemane (now GenoScope)
R. Vicedomini (now CNRS)
C. Duitama (PRAIRIE PhD student, 
now postdoc)

Bioinformatics Advances 2022
Bioinformatics 2022
Nature Computational Science 2024
Nature Ecology & Evolution 2024
Bioinformatics 2024 to appear
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“healthy” “sick”

Methods:
1. New matrix construction algos
2. “Simple stats” on each row



deCOM: integrating all ancient oral metagenomes



Wrapping up of Part 2: Big Data Toolbox

Computation
● Big computers, Cloud, Cluster
● Galaxy
● Storage management
● Knowledge of scaling limits
● Knowledge of cloud costs
● GNU parallel

Data mining
● Pebblescout, branchwater
● ORA
● deCOM
● SRA metadata



Part 3
SRA-scale sequence 

exploration



NCBI 
SRA

All public 
sequencing reads

Size: 50 Pbases
as of Dec 2023
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What to do with the entire SRA?



Discovered 130,000 new RNA 
viral species through large-scale read 
alignment, 9 new coronaviruses species.
One-off cloud analysis
(Edgar et al, Nature, 2022)

Serratus: all public RNA-seqs analyzed for viral discovery

61

Some follow-ups to Serratus 

Viral reactivation (Nature 2023)

Discovered HHV-6 reactivation in CAR-T cells. 
Independent use of Serratus data

Obelisks



All RNA-seqs 
pre-2020

(10 petabases)

56,000 CoV+ samples
including 9 novel 

coronavirus species 
discovered

Serratus download & 
align (bowtie2) to all 

viral reference 
genomes



All RNA-seqs
pre-2020

aligned reads
(.bam files)

130k novel species 
discovered

Serratus download & 
sensitive align 
(DIAMOND2)

to all known versions of 
RNA virus universal gene



Toolbox used in Serratus

Didn’t exist



Diving into SRA’s data



What are SRA metadata?

 All of this 
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Accessing SRA metadata

0. NCBI website

1. NCBI FTP 
metadata

2. SRA metadata 
on cloud SQL 
database 
(AWS Athena,
GCP BigQuery)

https://trace.ncbi.nlm.nih.gov/Traces/index.html?view=mirroring

https://trace.ncbi.nlm.nih.gov/Traces/index.html?view=mirroring


SRA metadata



SRA accessions sizes (2023)



SRA accessions types (2023)



SRA taxonomy analysis

"we have processed more than 27.9 Peta base 
pairs from runs"

Example STAT output:

(Dec 2023)



Can one analyze all of Life’s genetic data?
(before Logan)
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● How much time to download 40 petabytes at 200 MB/sec? 



● How much time to download 40 petabytes at 200 MB/sec? 

~ 6 years



How to analyze all of Life’s genetic data?
(before Logan)

We can’t
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Serratus infrastructure
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Fig: A. Babaian

With this, we 
expanded the 
number of 
viruses species 
known by 10x!



How to analyze all of Life’s genetic data?
(before Logan)

We can, with cloud-scale efforts
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Alignment: high speed or high sensitivity, choose one

Credit: RC Edgar

Human reads alignment



SRA-scale alignment

State of the art (ordered by sensitivity/speed):

1. Sourmash branchwater (sketches) 
○ Metagenomes, long sequences

2. NCBI Pebblescout (k-mers, no alignment)
○ Metagenomes, > 42 bp sequences

3. Bowtie2, STAR (k-mers, alignment)
○ Serratus1 (all RNAseqs)
○ Recount3 (750k human/mouse RNAseqs)

4. DIAMOND (AA-mers)
○ Serratus1.5 (all RNAseqs)

5. HMMs? (profile)



Logan
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Logan: Outline

● Reconstructed all genomes in the entire SRA 
● (At draft-level quality, but still)
● 50 petabases of reads were downloaded & assembled on AWS cloud
● Results are hosted on S3 with no egress charges (AWS Open Data)
● Publicly available: https://github.com/IndexThePlanet/Logan
● 2 PB of unitigs (high accuracy) and 0.4 PB of contigs (high contiguity)
● It’s done, finally

81

https://github.com/IndexThePlanet/Logan


Unitigs? Contigs?

Contigs: typical output of genome assembly methods

Unitig: simple path in the de Bruijn graph

Why unitigs? they keep all variants (SNPs, indels, ..)

Contigs are consensuses
82



Logan: project steps

● Step 1 (2024): Download all of SRA, assemble each sample, host results publicly 
[done]

30M CPU hours, 19 petabytes downloaded, 2 petabytes stored

● Step 2 (2025): Index assemblies, create a search engine (“searching YouTube”)
[done] https://logan-search.org/

83

https://logan-search.org/


Logan: infrastructure
AWS services used:

84



Logan: computation statistics

Many failures:

● Reached S3 write limits, learned the concept of “S3 prefixes”
● Reach DynamoDB write limits too
● fasterq-dump  timeouts, turns out SRA aligned reads format (~15% of accessions) connects to 

internet
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Why wasn’t this done before?
● Genome assembly is compute- and memory-intensive, usually.
● We used a simple pipeline of highly optimized components:

○ Reads → counted kmers → de Bruijn graph → unitigs
○ Unitigs → simplification of graph → contigs

● Speeding up each step took decades of bioinformatics research
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Draft-level assembly contiguity

Contig N50
higher=better
Except for RNAseqs

Number of 
accessions
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Algorithmic components used in Logan

● String algorithms (“minimizers” (~=string attractors) in KMC inside cuttlefish2)
● Parallel efficient algorithms (cuttlefish2)
● Minimum perfect hashing (BBHash inside cuttlefish2, Minia)
● Large (billions+ nodes) graph manipulation (Minia)
● Compression (zstd in f2sz)

Part of the algorithmic story: R. Chikhi, A tale of optimizing the space taken by de Bruijn graphs, Computability in Europe (2021) [PDF]

Flavor: how to store 3 billion 31-length DNA strings in < 10 GB RAM with O(1) queries?
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https://rayan.chikhi.name/pdf/2021-cie-article.pdf


Accessing Logan

aws s3 cp s3://logan-pub/c/[acc]/[acc].contigs.fa.zstd .

From anywhere, no account needed

89
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A (draft-level) genome for all organisms

.. in fact, often more than one genome per species.

Reference to Olga’s talk:
You now probably already 
have a draft-level short-reads 
genome for your species. 



Logan “fun facts”

● Logan total computation: 30 hours. Would have been ~1.5 years on local cluster.

● Just listing the S3 folder takes ~1 hour

● Downloading all Logan contigs (385 TB) at 10 Gbits/s takes 3 days 

● Sequence alignment with DIAMOND (--sensitive) streaming all of Logan 
contigs takes 4 hours on 60k cloud vCPUS (4k$)
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Logan Search
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Logan Search
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Logan reactions
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Want to dive in Logan data ?

● We do whole-SRA high-sensitivity alignments regularly
○ Ask to include your sequence(s) in the next batch

● All Logan unitigs & contigs are public, but if you need assistance: 
contact me

● Logan-search.org service for high-identity alignments
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Many planned analyses

● RNA viruses (Serratus group)
● Viroids (help wanted)
● K-mer indexing (Peterlongo/Lemane)
● Compression (Rouze/Limasset)
● Meta-data parsing and geographic/ecology explorer (help wanted)
● Bacteria/AMR (Sedlazeck lab)
● Improving genome assemblies (maybe)
● Eukaryotic barcodes (help wanted)
● SRA-scale protein clustering (Steinegger lab)
● SRA metadata in a LLM for textual queries (help wanted)
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Call for collaborations

We have a very special moment right now to liberate all the data 
in the SRA. I'm asking for all of your help so that we can make this 
a landmark project from the community.

Can you do hands-on bioinformatics?
Contact rayan.chikhi@pasteur.fr and we’ll add you to 
Logan/Serratus Slack

Also: Artem Babaian (Serratus PI/Logan co-PI) is looking for 
postdocs: https://www.rnalab.ca/ Laboratory for RNA-Based Lifeforms
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mailto:rayan.chikhi@pasteur.Fr
https://www.rnalab.ca/


How can Logan be useful?
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A “fun” experiment..

Pick an organism:   Chicken

Pick a biological question: what’s the genetic basis for its color?

Logan can get you all the data you need for any study.

1) For the purpose of the demo, we’ll focus on one gene (MC1R)
2) Then we’ll gather sequence data from chickens, isolate that gene, and look 

for variants associated to breed/color
100

(From 2024 Workshop on Genomics - a 
perfectly sane year)



Collecting chickens

How to retrieve many chicken sequences?

0)  BLAST Not enough individuals in nt

1) NCBI Pebblescout Only has metagenomes

2) SRA metadata query

3) SRA taxonomy query
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SRA metadata query 1: fail
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SRA metadata query 2: better

https://www.ncbi.nlm.nih.gov/sra/?term=”yellow+chicken”

https://www.ncbi.nlm.nih.gov/sra/SRX4478521[accn]
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https://www.ncbi.nlm.nih.gov/sra/?term=%22yellow+chicken%22


Getting sequencing data from the SRA (without Logan)

TL;DR: state of the art is prefetch + fasterq-dump

prefetch: downloads .sra file locally

fasterq-dump: transforms .sra to .fastq or .fasta

Example:

prefetch [accession] && fasterq-dump [accession].sra
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Big data genomics:)

$ cat download_and_map_accession.sh

set -e
accession=$1

aws s3 cp s3://sra-pub-run-odp/sra/$accession/$accession \ 
 $accession.sra --no-sign-request

minimap2 -t20 -x sr mc1r.fa <(fasterq-dump --fasta-unsorted $accession.sra) \
         -o mapping/$accession.minimap2_output

rm -f $accession.sra

Parallelize processing:
cat accessions.txt | parallel -j 10 “./download_and_map_accession.sh {}”
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Analyzing ~300 SRA samples (without Logan)

3 terabases from “yellow chicken” SRA accessions downloaded and mapped to MC1R

Took around 1.5 hours, on a 6$/hour cloud machine

1:36:09elapsed 2026%CPU (0avgtext+0avgdata 1182952maxresident)k
106



Chicken pangenomics

● Constructed pangenome (de Bruijn) graph of MC1R from the “yellow chicken” 
accessions

● BLASTed a consensus gene to the graph

>MC1R_SRR7614057
CTTCCCCATCACCGCCGCTGAGCCCTCTCTGAGCTCCGGATACGCCGGGCAGTGCCGGTG
GGGAGGGCGGCCGAGACAGCGGAGTCCCCGCGCTGCTGCCCAGAGGGCTCCCGGGTGGGG
GACCGCTTCCCCATCCTTGTGCCTGGGGTGCAGAGGTGCCCACATCCCCTCTGCCTCGTG
ACCGCGTGCTGCGGGAGCACTGGTGGGGCTGGTTGGGCGCACGGGGGCTTTGTAGGTGCT
GCAGTTGTGCTCGGGGCCACGGCCCCCAGCCAGGGGGTCCCTGGGGGCTGAGGCCGGGGC
CATGTCGATGCTGGCCCCCCTGCGCCTGCTGCGCGAGCCCTGGAACGCCAGTGAGGGCAA
CCAGAGCAACGCCACGGCCGGGGCCGGAGGTGCCTGGTGCCAGGGGCTGGACATCCCCAA
TGAGCTCTTCCTGACGCTGGGGCTGGTGAGCCTGGTGGAGAACCTGCTGGTGGTGGCCGC
CATCCTCAAGAACAGGAATCTGCACTCGCCCATGTACTACTTCATCTGCTGCCTGGCCGT
CTCCGACATGCTGGTGAGCGTCAGCAACCTGGCCGAGACGCTCTTCATGCTGCTGATGGA
GCACGGCGTGCTGGTGATCCGCGCCAGCATCGTCCGCCACATGGACAATGTCATCGACAT
GCTCATCTGCAGCTCCGTCGTGTCCTCCCTCTCCTTCCTGGGGGTCATCGCCGTGGACCG
CTACATCACCATCTTCTATGCGCTGCGCTACCACAGCATCATGACGCTGCAGCGCGCCGT
GGTCACCATGGCCAGCGTCTGGCTGGCCAGCACCGTCTCCAGCACCGTCTTAATCACCTA
CTACCGCAACAACGCCATCCTGCTCTGCCTCATTGGCTTCTTCCTCTTCATGCTGGTCCT
CATGCTGGTGCTCTACATTCACATGTTCGCGCTGGCGTGCCACCACGTGCGCAGCATCTC
CAGCCAGCAGAAGCAGCCCACCATCTACCGCACCAGCAGCCTGAAGGGAGCCGTCACGCT
CACCATCCTGCTGGGAGTCTTCTTCATCTGCTGGGGGCCCTTCTTCTTCCACCTCATCCT
CATCGTCACCTGCCCCACCAACCCCTTCTGCACCTGCTTCTTCAGCTATTTCAACCTCTT
CCTCATCCTCATCATCTGCAATTCAGTGGTCGATCCCCTGATCTATGCCTTCCGGAGCCA
GGAGCTCCGGCGGACGCTGCGGGAGGTGGTGCTGTGCTCCTGGTAGGAGGCGGCACAGAC
AGGAGGATGGATGGATGGACGGATGGACGGATGGATGGATGGATGGATGGACAAACAGAT
GGGTGGATGGACAGATGGGTGGATGGACAGACAGATGCACCGCGGGGTGTCCCCTGGGTG
CCCCAGTGCAGCTGGGGTTGGGCTGCCTGGCCTCGCGCTCCCAAATAAAGGCTCTTTGCA
GTGA

.. good, but this is only for one breed.



We need more data
108



Getting all SRA entries containing chicken reads:
SRA taxonomy query through STAT
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With a little help from Logan

● Logan = 27 million SRA assemblies              

● All of the                    are now already assembled
○ Chicken data = 

■ 4.3 terabases of contigs
■ 374 terabases of reads 😱  (= 1000GP twice)
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https://emojipedia.org/face-screaming-in-fear


Logan analysis

Cloud download of Logan accessions, mapping on the fly to MC1R:

minimap2 -x asm20 -t 8 -a mc1r.fa     \

<(aws s3 cp s3://logan-pub/c/$accession.contigs.fa.zst - | zstdcat)\
| samtools view -hF4 -          \
> mapping-logan/$accession.minimap2_output

16 hours on a 4xlarge instance (16 vCPUs, 0.6$/hour). 
i.e. 124x more data for same $’s than direct SRA download
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11,072 MC1R genes pangenome (de Bruijn graph, k=31, BCALM2)
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TGGGGGTCATCGCCGTGGACCGCTACATCG..

TGGGGGTCATCGCCGTGGACCGCTACATCA..

p<10-7

GWAS directly from sequences 
(skips SNP detection):



What just happened?

● Casually analyzed 59,000 SRA accessions for this talk
● 374 Terabases of reads, 0.7% of all public sequencing data
● Downloaded assemblies and mapped to a reference gene in 

< 1 day on a single modest AWS instance
● Total analysis cost: 9$

This enables any biological question to be investigated using all of 
the planet’s sequencing data quickly, by anyone
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283 GB NCBI BLAST nt

2.5 Tb NCBI GenBank (2023)

6 Pb Logan
(2024)

24 Tb NCBI WGS (2023)

SRA (not 
assembled)

50 Pb

Public sequence datasets

Meme credit: 
A. Babaian
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Milos: still, you should present real biological results

me: we don’t have any yet :(

Last year..

Thankfully this year, things have changed :)



Logan x ???
(slides by A. Babaian)

Not ready for prime-time disclosure. 
Stay tuned for Logan preprint update!



Conclusion

● SRA-scale analyses now 100x more tractable
● Logan: all of Life’s genomic data finally accessible
● Many biological discoveries to be made
● Better foundation models
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What Logan doesn’t replace

Generation of new samples

High-quality curated
genomes
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Outro



What we’ve seen today

● Some elements of big data bioinformatics
● Toolbox for Big Data

○ Cloud, parallelism, storage handling, knowledge of limitations, AI
● SRA primer

○ Mining metadata
○ Mining sequences
○ Aligning at scale
○ Serratus

● Logan
○ All of Life’s genomic data, available



big data

bigger data 
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Nostalgic of this talk ? CGSI 2023 talk: Living in the future of genomics

Rethinking bioinformatics 
analyses using the cloud

@SRR11606871.1 1 
length=4250
CCGGGATGTGCTTGCC
TTTCGGCACCATGTAG
CTGGATGCCAAAGAAC
ACGGTGCCGTTATCCT
TACCGCTCATGAAGTC
ACGGGGCTGA

Live demo of mapping 
human HiFi reads in 

~seconds, using 
mapquik 123



Thank you for your 
attention!


